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ABSTRACT One	of	the	central	problems	of	opinion	mining	is	to	extract	aspects	of	entities	or	topics	that	have	 been	 evaluated	 in	 an	 opinion	 sentence	 or	 document.	Much	 of	 the	 existing	 research	focused	 on	 extracting	 explicit	 aspects	which	 are	 nouns	 and	 nouns	 phrases	 that	 have	 ap‐peared	in	sentences,	e.g.,	price	in	ǲThe	price	of	this	bike	is	very	high.ǳ	(owever,	in	many	cas‐es,	people	do	not	explicitly	mention	an	aspect	in	a	sentence,	but	the	aspect	is	implied,	e.g.,	ǲThis	bike	 is	expensive,ǳ	 where	 expensive	 indicates	 the	 price	 aspect	 of	 the	 bike.	 Although	there	 are	 some	 existing	works	 dealing	with	 the	 problem,	 they	 all	 used	 the	 corpus‐based	approach,	which	 has	 several	 shortcomings.	 )n	 this	 paper,	we	 propose	 a	 dictionary‐based	approach	to	address	these	shortcomings.	We	formulate	the	problem	as	collective	classifica‐tion.	Experimental	results	show	that	the	proposed	approach	is	effective	and	produces	sig‐nificantly	better	results	than	strong	baselines	based	on	traditional	supervised	classification.	KEYWORDS:	)mplied	Aspects	or	Topics,	Opinion	Mining,	Sentiment	Analysis	
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1 Introduction	)n	sentiment	analysis,	the	task	of	aspect	extraction	is	to	identify	aspects	of	entities	or	topics	on	which	opinions	have	been	expressed	ȋ(u	and	Liu	ʹͲͲͶȌ.	For	example,	 in	 the	sentence	ǲThe	picture	quality	of	this	camera	 is	great,ǳ	 picture	quality	 is	 an	 aspect	 of	 the	 camera.	 )n	most	 cases,	 aspects	 appear	 explicitly	 in	 sentences,	 e.g.,	 picture	quality.	 Such	 aspects	 are	
called	explicit	aspects	ȋ(u	and	Liu	ʹͲͲͶȌ.	(owever,	in	many	other	cases,	they	do	not	appear,	but	are	implied.	For	instance,	the	sentence	ǲThis	is	an	expensive	bikeǳ	gives	a	negative	opin‐ion	about	 the	price	 aspect.	(owever,	price	 is	not	 in	 the	sentence,	but	 it	 is	clearly	 implied.	
Price	is	called	an	implicit	aspect	ȋLiu,	ʹͲͳͲȌ.	Price	is	also	called	an	attribute	of	expensive	in	lexical	semantics	ȋAlmuhareb,	ʹͲͲȌ.	)n	this	paper,	we	will	use	the	terms	aspect	and	attrib‐
ute	interchangeably	as	they	mean	the	same	thing	in	our	context.	Since	aspects	or	attributes	used	in	this	work	are	nouns,	we	also	call	them	aspects/attribute	nouns.	)mplicit	 aspects	 can	 be	 indicated	 by	many	 types	 of	 expressions,	 e.g.,	 adjectives,	 adverbs,	verbs	and	their	phrases.	This	paper	focuses	on	opinion	adjectives.	Although	there	are	gen‐eral	opinion	adjectives	which	can	describe	anything,	e.g.,	good	and	bad,	most	adjectives	de‐scribe	 some	 specific	 attributes	 of	 entities.	 The	 goal	 of	 this	 work	 is	 to	 identify	 attribute	nouns	of	each	adjective,	e.g.,	to	identify	price,	cost,	etc.,	for	adjective	expensive.		There	are	some	existing	works	that	tried	to	find	implicit	aspects	indicated	by	adjectives	ȋSu	et	al.,	ʹͲͲͺ;	(ai	et	al.,	ʹͲͳͳȌ.	They	all	depend	on	co‐occurrences	of	adjectives	and	explicit	attribute	nouns	in	sentences	in	a	corpus.	There	are	also	some	relevant	works	in	lexical	se‐mantics,	 which	 also	 use	 corpus‐based	 techniques	 ȋAlmuhareb	 and	 Poesio	 ʹͲͲͶ;	 (artung	and	Frank,	ʹͲͳͲ;	(artung	and	Frank,	ʹͲͳͳȌ.	The	corpus‐based	approach	is	useful	for	find‐ing	 context	 specific	mappings	 of	 adjectives	 and	 attributes	 because	 an	 adjective	 can	 have	multiple	senses.	)n	a	specific	domain	or	context,	it	takes	only	a	specific	sense	ȋwhich	needs	to	be	discoveredȌ.	(owever,	the	corpus‐based	approach	alone	also	has	some	weaknesses:	ͳ. )t	is	hard	to	discover	attributes	that	do	not	co‐occur	with	their	adjectives.	For	example,	in	English,	people	don’t	say	ǲThe	price	of	iPhone	is	expensive.ǳ	)nstead,	they	say	ǲiPhone	

is	expensive.”	)t	is	thus	hard	for	a	corpus‐based	approach	to	find	price	for	expensive.		ʹ. Even	if	an	adjective	and	one	of	its	attribute	nouns	do	appear	in	a	corpus,	due	to	the	lim‐ited	corpus	size,	they	may	not	co‐occur	in	many	sentences	to	be	associated	reliably.		͵. )f	one	wants	to	find	all	attribute	nouns	for	each	adjective,	it	is	also	difficult	due	to	the	corpus	size	limit	because	not	all	adjectives	or	all	attributes	may	appear	in	a	corpus.		)n	 this	 work,	 we	 propose	 a	 dictionary‐based	 approach	 which	 complements	 the	 corpus‐based	 approach	 and	 can	 address	 these	 problems.	 The	 first	 and	 the	 second	 problems	 are	tackled	because	dictionaries	typically	define	adjectives	using	their	attributes.	For	example,	
expensive	is	defined	as	ǲMarked	by	high	pricesǳ	in	thefreedictionary.com.	The	third	problem	is	 also	 addressed	 because	 dictionaries	 are	 not	 restricted	 by	 any	 specific	 corpus.	We	 can	work	on	every	adjective	 in	a	dictionary.	Since	not	all	attribute	nouns	of	an	adjective	may	appear	in	a	dictionary,	we	use	multiple	dictionaries	for	better	coverage.	To	our	knowledge,	this	is	the	first	dictionary‐based	approach.	)t	finds	all	attribute	nouns	for	an	adjective.		We	propose	to	solve	the	problem	using	a	relational	learning	method	called	collective	classi‐
fication	ȋSen	et	 al.	 ʹͲͲͺȌ,	which	 can	 take	advantage	of	 rich	 lexical	 relationships	of	words	ȋe.g.,	 synonyms,	 antonyms,	 hyponym	 and	 hypernymȌ	 for	 classification.	 Our	 evaluation	shows	that	collective	classification	outperforms	traditional	classification	significantly.		
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2 The	Proposed	Approach	Our	proposed	method	consists	of	three	steps:	ͳ. Given	a	set	of	adjectives	A	=	{Aͳ,	Aʹ,	…,	Ar},	crawl	the	online	dictionaries	for	their	glosses.	ʹ. For	 each	 adjective	Ai		A,	 perform	 POS	 tagging	 of	 its	 glosses	 and	 extract	 nouns	 from	them.	These	nouns	are	regarded	as	the	candidate	attribute	nouns	Ci	for	adjective	Ai.	͵. Classify	each	candidate	attribute	noun	cij		Ci	to	one	of	the	two	classes,	attribute	noun	or	
not	attribute	noun,	of	Ai.	This	step	uses	a	collective	classification	algorithm	to	exploit	the	lexical	relationships	of	words	in	dictionaries	to	build	more	accurate	classifiers.	Since	the	first	two	steps	are	straightforward,	the	rest	of	the	paper	focuses	on	step	͵.		

2.1 Problem	Formulation	and	Solution	)n	traditional	supervised	learning,	each	instance	is	drawn	independently	of	others	ȋMitch‐ell,	 ͳͻͻȌ.	 (owever,	 in	many	 real‐life	 data,	 instances	 are	 not	 independent	 of	 each	 other.	Such	data	is	often	represented	as	a	graph	where	nodes	are	instances	and	links	are	their	re‐lations.	The	classification	of	one	node	can	influence	its	neighboring	nodes.	This	type	of	clas‐sification	is	called	collective	classification	ȋSen	et	al.,	ʹͲͲͺȌ	as	opposed	to	the	instance‐based	classification.	We	formulate	the	proposed	problem	as	collective	classification.	Each	instance	in	our	data	denotes	a	pair	with	an	adjective	Ai	and	one	of	its	candidate	attrib‐ute	nouns	cij,	i.e.,	ȋAi,	cijȌ.	Due	to	the	relational	features	ȋwhich	will	be	detailed	laterȌ,	we	use	a	graph	representation	of	instances,	with	a	set	of	nodes	ȋpairsȌ,	V	=	{ȋAi,	cijȌ	|	cij		Ci,	Ai		A},	and	a	neighborhood	function	N,	where	Nij		V	–	{ȋAi,	cijȌ}.	Each	node	ȋa	pair	ȋAi,	cijȌȌ	in	V	is	represented	with	a	vector	xij	of	features,	fͳ,	fʹ,	…,	fn,	and	is	associated	with	a	class	label	yij	in	the	domain	of	 {positive,	negative}.	The	positive	class	means	attribute	noun,	and	the	nega‐tive	class	means	not	attribute	noun.	V	 is	 further	divided	 into	 two	sets	of	nodes:	L,	 labeled	nodes,	and	U,	unlabeled	nodes.	Our	task	is	to	predict	the	label	for	each	node	uij		U.		A	collective	classification	algorithm	called	the	iterative	classification	algorithm	ȋ)CAȌ	ȋSen	et	al.	 ʹͲͲͺȌ	 is	 employed	 to	 solve	 this	problem.	 )CA	 is	given	 in	Figure	ͳ.	 )ts	 training	process	ȋnot	in	Figure	ͳȌ	trains	a	classifier	h	 just	like	traditional	supervised	learning,	using	the	la‐beled	set	L	with	all	features.	The	classification	ȋor	testingȌ	step	is	the	core	of	this	algorithm.		)n	testing,	the	learned	classifier	h	assigns	a	class	label	to	each	node	uij		U	in	the	test	data	ȋlines	 ͳ‐ͶȌ.	 Line	 ʹ	 computes	 the	 feature	 vector	xij	for	uij.	 This	 ȋand	 also	 line	 ͺȌ	 is	 an	 im‐portant	step	of	this	algorithm	which	makes	it	different	from	the	classic	supervised	learning.	)t	 computes	all	 the	relational	 features	 for	uij	using	 the	neighbors	of	uij.	(owever,	 line	ʹ	 is	slightly	different	from	line	ͺ	as	in	line	ʹ	not	all	nodes	have	been	assigned	class	labels,	so	we	compute	xij	 based	on	 the	 intersection	of	 the	 labeled	nodes	 ȋLȌ	 and	uij’s	 neighbors.	 Line	͵	uses	h	to	assign	a	class	ȋyijȌ	to	node	uij.	Lines	ͳ‐Ͷ	are	considered	as	the	initialization	step.	After	 initialization,	 the	 classifier	 is	 run	 iteratively	 ȋlines	ͷ‐ͳͳȌ	 until	 the	 class	 labels	 of	 all	nodes	no	 longer	 change.	The	 iterations	are	needed	because	 some	 relational	 features	of	 a	node	depend	on	the	class	labels	of	its	neighbors.	Such	labels	are	assigned	in	each	iteration	and	may	change	from	one	iteration	to	the	next.		)n	each	iteration	ȋlines	‐ͳͲȌ,	the	algorithm	first	generates	an	ordering	of	nodes	to	be	classified.	We	order	them	randomly	in	order	to	reduce	bias	as	the	random	ordering	makes	the	process	stochastic.	Line	ͺ	does	the	same	job	as	line	ʹ.	Line	ͻ	does	the	same	job	as	line	͵.	Classifier	h	does	not	change	in	the	iterations.		
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Figure	ʹ	shows	a	simplified	example	of	a	graph	based	on	some	relationships	of	words.	)t	is	also	a	snapshot	of	an	iteration	of	)CA.	Each	oval	node	denotes	an	instance	ȋan	adjective	and	attribute	pairȌ.	A	dashed	box	 encloses	 the	pairs	 that	belong	 to	 the	 same	adjective.	A	 link	between	two	oval	nodes	denotes	a	relationship	between	two	ȋcandidateȌ	attribute	nouns,	and	a	link	between	two	dashed	boxes	denotes	a	relationship	between	two	adjectives.	Green	lines	denote	synonym	and	red	lines	denote	antonym.	The	green	shaded	nodes	denote	those	labeled	pairs,	the	grey	shaded	nodes	denote	those	candidate	attribute	nouns	whose	labels	have	been	predicted	 ȋunlabeled	 at	 the	beginningȌ,	whereas	un‐shaded	oval	nodes	denote	those	candidate	attribute	nouns	whose	labels	are	yet	to	be	predicted	in	the	iteration.	)n	the	figure,	adjectives	Ak	and	Aj	are	synonyms,	attribute	noun	ck2	ȋlabeledȌ	and	candidate	attrib‐ute	noun	cj1	are	synonyms,	and	candidate	attribute	nouns	cj1	and	cj2	are	antonyms.	 )n	 the	previous	iteration,	)CA	has	predicted/labeled	cj2	as	an	attribute	noun	of	Aj.	Since	cj2,	cj1	and	
ck2	are	related,	the	label	of	cj1	will	be	affected	by	the	labels	of	cj2	and	ck2	in	this	iteration.		
2.2 Useful	Relations	)n	this	work,	we	consider	two	kinds	of	relations	for	adjectives:	synonym	and	antonym,	and	four	kinds	of	relations	for	nouns:	synonym,	antonym,	hypernym	and	hyponym.	Using	them,	we	created	two	sets	of	relational	features,	static	ȋrelationalȌ	features	and	dynamic	ȋrelation‐alȌ	features.	Static	features	are	not	affected	by	the	classification	process	in	testing.	Dynamic	features	 are	 affected	 by	 the	 classification	 process,	 i.e.,	 the	 values	 of	 these	 features	 can	change	during	the	testing	phase	because	they	depend	on	the	predicted	labels	of	its	neigh‐bours	ȋwhich	are	also	candidate	attribute	noun	and	adjective	pairsȌ	ȋsee	Section	ʹ.ͷȌ.	Final‐ly,	we	have	three	sets	of	features:	ȋͳȌ	local	features	ȋthese	are	the	traditional	features	about	each	instance	itselfȌ,	ȋʹȌ	static	relational	features,	and	ȋ͵Ȍ	dynamic	relational	features.	
2.3 Local	Features	The	local	features	ȋLͳ,	…,	LȌ	are	only	about	the	adjective‐noun	pair	ȋAi,	cijȌ	itself:		Lͳ.	Word	n‐grams:	These	are	traditional	n‐grams	of	words	in	the	glosses	of	each	adjective	Ai.	Lʹ.	Part	of	speech	ȋPOSȌ	n‐grams:	n‐grams	of	POS	tags.	These	are	also	traditional	features.	L͵.	Number	of	times	that	candidate	attribute	noun	cij	appears	in	the	glosses	for	adjective	Ai	in	all	dictionaries.	)ntuitively,	the	more	times	it	appears,	the	more	likely	it	is	a	true	attribute.	LͶ.	Diversity	of	candidate	nouns	in	Ci	for	adjective	Ai:	The	idea	is	that	if	the	candidate	words	

 Figure	ʹ.	An	example	of	a	graph of 
word relations and an ICA iteration 

Algorithm	)CA	‐	)terative	classificationͳ.				for	each	node	uij		U	 //	each	node	is	a	pairʹ.	 				compute	xij	using	only	L		Nij	͵.								yij		hȋxijȌ	Ͷ.				endfor	ͷ.				repeat	//	iterative	classification	.								generate	an	ordering	O	over	pairs	in	U	.								for	each	node	oij		O	doͺ.												compute	xij	using	current	assignments	to	Nij	ͻ.												yij		h	ȋxijȌ	ͳͲ.			 endfor	ͳͳ.		until	all	class	labels	do	not	change		
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are	too	numerous	and	all	different,	then	they	are	less	likely	to	be	true	attribute	nouns.	En‐tropy	is	one	of	the	methods	for	measuring	diversity.	Let	nij	be	the	frequency	that	the	candi‐date	attribute	noun	cij		Ci,	as	well	as	cij’s	synonyms	and	antonyms,	occur	in	the	glosses	of	Ai	in	all	dictionaries.	We	call	a	set	of	words	formed	by	cij	and	its	synonyms	and	antonyms	in	Ci	a	semantic	group	for	cij.	Let	m	be	the	number	of	semantic	groups	formed	by	the	words	in	Ci.	Let	Ti	be	the	occurrence	count	of	Ai’s	candidate	attribute	nouns	in	all	dictionaries.	Let	pij	ȋ=	
nij	/TiȌ	be	the	probability	of	occurrence	of	the	candidate	nouns	in	cij’s	semantic	group	in	the	dictionaries.	The	diversity	ȋentropyȌ	of	Ci	is	defined	as:		
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Acsim  																																										ȋʹȌ	We	use	this	feature	because	in	some	cases	a	noun	is	turned	into	an	adjective	with	ending	changes,	e.g.,	style	ȋcijȌ	and	stylistic	ȋAiȌ	ȋtheir	similarity	is	Ͷ/ͻȌ.	L.	Frequent	POS	sequence	patterns	mined	from	the	POS	tags	of	q	ȋ=	ͷȌ	words	right	before	each	candidate	attribute	noun	cij	in	a	gloss,	using	a	sequence	pattern	mining	algorithm	ȋSri‐kant	and	Agrawal,	ͳͻͻȌ.	All	 the	discovered	patterns	are	used	as	 features.	Note	 that	POS	patterns	are	not	POS	n‐grams	because	a	pattern	can	skip	POS	tags	but	a	POS	n‐gram	 is	a	sequence	of	consecutive	POS	tags.	For	pattern	discovery,	every	gloss	sentence	containing	cij	generate	a	POS	 tag	sequence	 for	mining.	For	 testing,	when	multiple	glosses	containing	cij	ȋwe	use	multiple	dictionariesȌ,	as	long	as	the	POS	tags	of	the	q	word	before	one	occurrence	of	cij	satisfies	the	pattern,	the	feature	for	the	pattern	is	set	to	ͳ;	otherwise	Ͳ.	

2.4 Static	Relational	Features	To	define	relational	features,	we	first	need	to	define	some	relations.	Let	Rs	be	a	binary	syn‐onym	function	and	Ra	be	a	binary	antonym	function	on	the	set	of	all	adjectives	or	candidate	attribute	nouns.	For	wi,	wj		A	ȋall	adjectivesȌ	or	wi,	wj		C	ȋall	candidate	attribute	nounsȌ,	if	
Rsȋwi,	wjȌ	=	ͳ,	wi	and	wj	are	synonyms.	)f	Rsȋwi,	wjȌ	=	Ͳ,	wi	and	wj	are	not	synonyms.	)f	Raȋwi,	
wjȌ	=	ͳ,	wi	and	wj	are	antonyms.	)f	Raȋwi,	wjȌ	=	Ͳ,	wi	and	wj	are	not	antonyms.	Similarly,	we	have	Rhyper	 ȋhypernymȌ	and	Rhypo	 ȋhyponymȌ	on	the	set	of	all	candidate	attribute	nouns	C.	We	also	assume	that	both	Rs	and	Ra	are	symmetric,	which	means	that	for	all	wi,	wj		A	or	wi,	
wj		C,	Rsȋwi,	wjȌ	implies	Rsȋwj,	wiȌ,	and	Raȋwi,	wjȌ	implies	Raȋwj,	wiȌ.	We	now	present	the	static	relational	features.	Let	gid	be	the	glosses	in	the	d‐th	dictionary	for	adjective	Ai.	Let	Eȋcij,	gidȌ	be	a	function	that	returns	the	number	of	times	that	cij	occurs	in	gid.	For	each	node	ȋor	pairȌ	ȋAi,	cijȌ,	we	have	the	following		static	relational	features:	Sͳ‐SͶ.	These	four	features	represent	respectively	the	number	of	times	that	cij’s	synonyms,	antonyms,	hypernyms	and	hyponyms	appear	in	the	glosses	of	Ai	in	the	dictionaries,	
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H

d ikijik gcEccR   																																												ȋ͵Ȍ	where	S	is	the	set	of	synonyms,	antonyms,	hypernyms	or	hyponyms	of	cij		Ci	and	H	is	the	number	of	dictionaries,	R		{Rs,	Ra,	Rhyper,	Rhypo}.	These	relationships	are	extracted	from	the	WordNet.	These	features	are	relational	because	they	are	related	to	other	nodes	in	the	graph	as	each	synonym,	antonym,	hypernym	or	hyponym	of	cij	in	S	that	appears	in	the	glosses	of	a	
313



dictionary	also	generates	an	instance	ȋor	a	nodeȌ	in	the	data.	And	the	reason	we	call	these	relational	features	static	is	because	they	don’t	change	during	the	testing	phase.	These	fea‐tures	are	used	because	the	more	times	that	cij’s	synonyms,	antonyms,	hypernyms	or	hypo‐nyms	appear	in	the	glosses	of	adjective	Ai,	the	more	likely	cij	is	a	true	attribute	noun	of	Ai.	Sͷ‐S.	These	two	features	represent	respectively	the	total	number	of	times	that	cij	appears	in	the	glosses	of	Ai’s	synonyms	and	antonyms,	
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d ijki gcEAAR   																																											ȋͶȌ	where	S	is	the	set	of	synonyms	or	antonyms	of	Ai	in	set	A,	and	R		{Rs,	Ra}.		S.	The	number	of	times	that	cij	appears	in	the	glosses	of	other	adjectives	which	are	neither	synonym	nor	antonym	of	Ai.	This	feature	can	be	calculated	as	follows,	
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d ijkiakis gcEAARAAR    																																ȋͷȌ	where	S	is	the	set	of	all	adjectives	in	the	data.	The	intuition	is	that	the	more	cij	appears,	the	less	likely	it	is	a	real	attribute	for	Ai.	
2.5 Dynamic	Relational	Features	Dynamic	relational	features	mean	that	their	values	can	change	during	the	testing	phase	be‐cause	they	are	calculated	based	on	the	classified	labels	of	neighboring	nodes.	That	is,	these	features	 let	 the	system	see	how	the	neighboring	nodes	of	 the	current	node	are	classified,	which	affects	the	classification	of	the	current	node.	For	each	cij		Ci	of	adjective	Ai,	Yȋcij,	AiȌ	denotes	the	class	label	of	node	ȋAi,	cijȌ.	)f	the	node	is	classified	as	positive	ȋwe	also	say	that	cij	 is	classified	as	an	attribute	noun	of	adjective	AiȌ,	
Yȋcij,	AiȌ	=	ͳ;	otherwise	Yȋcij,	AiȌ	=	Ͳ.	We	have	the	following	ͳͶ	dynamic	relational	features:	Dͳ‐DͶ.	 These	four	features	represent	respectively	the	number	of	times	that	cij’s	synonyms,	antonyms,	hypernyms	and	hyponyms	are	classified	as	attribute	nouns	for	Ai,	
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Ra,	Rhyper,	Rhypo}.	We	use	these	features	because	if	a	synonym,	antonym,	hypernym	or	hypo‐nym	of	cij	is	an	attribute	noun	for	Ai	then	cij	is	also	likely	to	be	such	a	noun	for	Ai.	Dͷ‐D.	 These	two	features	represent	respectively	the	number	of	times	that	cij	is	classified	as	attributes	for	Ai’s	synonyms	and	antonyms,	
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				ȋȌ	where	S	is	the	set	of	synonyms	or	antonyms	of	Ai		A	and	R		{Rs,	Ra}.	D‐DͳͶ.	 These	 eight	 features	 represent	 respectively	 the	 number	 of	 times	 that	 cij’s	 syno‐nyms,	antonyms,	hypernyms	and	hyponyms	are	classified	as	attribute	nouns	for	Ai’s	syno‐nyms	and	antonyms,	
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3 Experimental Results	We	now	evaluate	the	proposed	technique.	First,	we	compare	the	results	of	different	feature	sets,	i.e.,	 local	features,	static	relational	features,	and	dynamic	relational	features,	and	also	two	 learning	 strategies.	 Note	 that	 using	 only	 local	 features	 is	 the	 traditional	 supervised	classification.	Second,	we	compare	our	results	with	WordNet	in	terms	of	attribute	coverage.		
3.1 Experiment	Settings	
Datasets:	Our	data	were	extracted	from	ͷ	online	dictionaries:	Dictionary.com,	The	Free	Dic‐
tionary,	Longman	Dictionary	of	Contemporary	English,	Your	Dictionary,	 and	The	Free	Merri‐
am‐Webster	Dictionary.	For	opinion	adjectives,	we	used	a	subset	of	͵ͳͲ	adjectives	from	the	opinion	 lexicon	of	(u	and	Liu	 ȋʹͲͲͶȌͳ.	 From	each	dictionary,	we	extracted	 the	glosses	of	these	adjectives.	The	Stanford	POS	Taggerʹ	ȋToutanova	et	al.,	ʹͲͲ͵Ȍ	was	used	to	find	nouns.	The	nouns	from	each	adjective’s	gloss	were	considered	as	its	candidate	attribute	nouns.		Altogether	ͶͶͳͲ	adjective‐noun	pairs	 from	͵ͳͲ	adjectives	were	annotated	by	 two	human	labelers.	Kappa	ȋκȌ	gave	κ	=	Ͳ.	ȋsubstantial	agreement	ȋLandis	and	Koch,	ͳͻȌȌ.	As	a	ʹ‐class	classification	problem,	we	treat	attribute	noun	as	the	positive	class,	and	not	attribute	
noun	as	the	negative	class.	The	distribution	of	the	positive	and	negative	classes	is	Ͷͺ%	and	ͷʹ%	respectively.	All	classification	results	were	obtained	through	ͳͲ‐fold	cross‐validations.	
3.2 Results	and	Discussions	We	first	assess	the	usefulness	of	different	local	features.	Traditional	classification	is	applied	to	 these	 features.	 Table	 ͳ	 gives	 the	 best	 local	 feature	 combination	 ȋL͵,	 LͶ,	 Lͷ,	 and	 LȌ.	Word	n‐grams	and	POS	n‐grams	were	found	not	so	useful.	POS	n‐grams	also	perform	worse	than	POS	patterns	ȋdue	to	space	limitations,	we	cannot	show	the	detailed	resultsȌ	because	n‐grams	are	consecutive	POS	tags,	while	POS	patterns	do	not	have	to	be	consecutive.	This	makes	POS	patterns	better	able	to	capture	the	regularities	in	the	text.	Next	we	evaluate	the	collective	 classification	based	on	 the	best	 set	 of	 local	 features	 and	all	 static	 and	dynamic	features.	Two	classification	strategies	were	examined.	
                                                           ͳ	http://www.cs.uic.edu/~liub	/FBS/sentiment‐analysis.html	ʹ	http://nlp.stanford.edu/software/tagger.shtml	

local	features	 Accuracy F‐score	Best	local	feature	combination	ȋL͵,	LͶ,	Lͷ,	LȌ	 Ͳ.ͺͻ	 Ͳ.Ͳͳ	Table	ͳ	–	Usefulness	of	different	local	features	
	

Feature	sets	
Logistic	Regression	 SVM	

Prec Rec F‐score Acc Prec Rec	 F‐score	 Acc	Strategy	ͳ	Local	features	ȋtraditional	learningȌ Ͳ.ͺͻ Ͳ.ʹ͵ Ͳ.Ͳͳ	 Ͳ.ͺͻ Ͳ.͵ͳͲ.ͳ	 Ͳ.ͷͶ	 Ͳ.ͻͷ	Local+static	features	 Ͳ.ͳͷ Ͳ.ʹʹ Ͳ.ͳ	 Ͳ.ͳͲ Ͳ.ͷͲͲ.ʹ	 Ͳ.ͷ	 Ͳ.Ͳͺ	Local+dynamic	features	 Ͳ.ʹͷ 0.783 0.746	 Ͳ.͵Ͳ Ͳ.ͶͳͲ.ͺ	 Ͳ.ͲͲ	 Ͳ.ʹͳ	All	features	 0.747 Ͳ.Ͷʹ Ͳ.Ͷ͵	 Ͳ.͵ʹ Ͳ.ͷͲ.ʹͳ	 Ͳ.	 Ͳ.ͳͲ	Strategy	ʹ	 )CA	ȋall	featuresȌ	 0.791 Ͳ.ͷ Ͳ.ʹͷ	 Ͳ.͵ Ͳ.ͺʹ͵Ͳ.ͷͳͺ	 Ͳ.ʹͶ	 Ͳ.ͲͲ	)CA	ȋlocal+dynamic	featuresȌ	 Ͳ.ͷͲ 0.766 0.754	 0.742 Ͳ.ͻʹͲ.ͷͻͶ	 Ͳ.Ͳ	 Ͳ.ͳ	Table	ʹ	–	Average	Precision,	Recall,	F‐score	and	Accuracy	results	over	ͳͲ‐fold	cross‐validations	
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Strategy	ͳ	ȋtwo	stagesȌ:	The	 first	 stage	simply	builds	a	 local	classifier	using	 the	 local	 fea‐tures	or	a	combination	of	local	and	static	relational	features	to	classify	each	node.	The	re‐sults	serve	as	 the	 initialization	 for	stage	 two.	 )n	 the	second	stage,	dynamic	relational	 fea‐tures	are	added	to	run	the	)CA	algorithm	in	Figure	ͳ	without	the	first	Ͷ	lines.		Strategy	ʹ	ȋone	stageȌ:	We	simply	train	with	both	local	and	relational	features.	The	trained	classifier	is	then	applied	to	classify	the	test	data	using	the	)CA	algorithm	in	Figure	ͳ.		Table	ʹ	shows	the	results	of	for	each	strategy	and	each	feature	set	for	Logistic	Regression	ȋLRȌ	 and	 SVM.	 For	 LR,	 we	 used	 the	 Lingpipe	 system	 ȋhttp://alias‐i.com/lingpipe/Ȍ.	 For	SVM,	we	used	SVMlight	ȋhttp://svmlight.	joachims.org/Ȍ.	From	the	table,	we	can	see	that	LR	performs	 better	 than	 SVM	 in	 general.	 Our	 discussions	 and	 comparisons	 below	 are	 thus	based	on	LR.	Table	ʹ	also	allows	us	to	make	the	following	observations:	ͳ. ǲLocalǳ	 features	perform	 the	worst	 ȋtraditional	 classificationȌ.	With	 the	 addition	of	 ei‐ther	the	two	sets	of	relational	features,	the	results	improve.	The	dynamic	relational	fea‐tures	are	most	useful.	We	can	say	that	the	results	of	collective	classification	are	superior.	ʹ. For	strategy	ͳ,	we	see	that	ǲlocal+staticǳ	outperforms	ǲlocalǳ	features.	Using	all	features	is	even	better.	ǲlocal+dynamicǳ	features	gives	us	the	best	F‐score.		͵. For	strategy	ʹ,	using	all	features	again	performs	better	than	only	ǲlocalǳ	features.	Using	ǲlocal+dynamicǳ	gives	both	the	best	F‐score	and	accuracy	among	all	experiments.		
Compare	with	WordNet:	We	now	compare	our	method	with	WordNet,	which	can	retrieve	attributes	 given	 an	 adjective.	 Table	 ͵	 shows	 the	 comparison	 results.	 Column	 ʹ	 gives	 the	average	number	of	correct	attributes	found	by	our	system	over	͵‐fold	cross	validation	and	by	WordNet	respectively.	Our	method	can	find	far	more	attribute	nouns	than	WordNet.	Alt‐hough	WordNet	 has	 ͳͲͲ%	precision	 ȋas	 it	was	manually	 compiledȌ,	 the	 recall	 is	 so	 low.	Many	adjectives	have	no	attribute	nouns	in	WordNet,	e.g.,	it	gives	no	attribute	for	expensive.	

5	 Conclusion	This	paper	studied	the	problem	of	mining	attribute	nouns	of	opinion	adjectives.	A	diction‐ary‐based	approach	was	proposed.	To	our	knowledge,	this	 is	the	first	work	using	such	an	approach.	Existing	works	are	all	based	on	corpuses.	To	solve	the	problem,	we	formulated	it	as	collective	classification	as	words	are	related	 through	many	 lexical	 relations.	Such	rela‐tions	can	be	exploited	to	produce	better	classifiers.	Our	evaluation	showed	that	collective	classification	using	dynamic	 relational	 features	 performed	 significantly	 better	 than	 tradi‐tional	 classification.	 )t	 also	 performs	 dramatically	 better	 than	WordNet.	 Finally,	 we	 note	that	there	are	two	related	approaches	used	in	finding	opinion	words:	the	corpus‐based	ap‐proach	ȋe.g.,	(azivassiloglou	and	McKeown,	ͳͻͻ;	Wilson	et	al.,	ʹͲͲͷ;	Kanayama	and	Nasu‐kawa,	ʹͲͲ;	Ding	et	al.,	ʹͲͲͺ;	Choi	and	Cardie,	ʹͲͲͺ;	Wu	and	Wen,	ʹͲͳͲȌ	and	the	diction‐ary	based	approach	ȋe.g.,	(u	and	Liu	ʹͲͲͶ;	Kim	and	(ovy,	ʹͲͲͶ;	Kamps	et	al.,	ʹͲͲͶ;	Esuli	and	Sebastiani,	ʹͲͲͷ;	Andreevskaia	and	Bergler,	ʹͲͲ;	Blair‐Goldensohn	et	al.,	ʹͲͲͺ;	(as‐san	and	Radev,	ʹͲͳͲȌ.	Although	the	two	approaches	are	analogous	to	the	two	correspond‐ing	approaches	for	the	attribute	discovery	of	adjectives,	the	two	tasks	are	entirely	different.	

	 No.	of	correct	attributes	found Prec. Rec. F‐score	
WordNet	 ͷ͵ ͳͲͲ% .ͻ% Ͳ.ͳͶ	

Our	method	 ͷʹʹ	 .͵% .͵% Ͳ.ͺ	Table	͵	–	Comparison	results	of	WordNet	and	our	method	ȋ͵‐fold	cross‐validationȌ	
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