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2 Università Politecnica delle Marche, Italy (m.baldi@univpm.it)

Abstract

This paper presents a dedicated hardware implementation of the LEDAcrypt cryptosys-
tem, which uses Quasi-Cyclic Low-Density Parity-Check codes and a decoding algorithm
known as Q-decoder for the decryption function. The designed architecture is synthesized
for both FPGA and ASIC technologies, featuring an intrinsic scalability over a wide range
of parallelism degrees, which makes it possible to target multiple application scenarios,
with different trade-offs between decryption latency and implementation complexity. The
proposed system achieves a large speed-up over both software execution and a previous
hardware implementation, with a the decryption latency as low as 3.16 ms for the FPGA
version, and 1.2 ms when synthesized for a 65 nm CMOS technology.

1 Introduction

The development of new primitives for asymmetric cryptography able to withstand attacks
based on quantum computers has become an urgent need, due to the groundbreaking advances
that are being achieved in the area of quantum computing [2]. While quantum computing algo-
rithms are able to endanger classic asymmetric primitives relying on the hardness of factorizing
large integers or computing discrete logarithms, there are some mathematical trapdoors based
on problems for which quantum computers do not provide any dramatic speedup [9], and are
hence known as post-quantum cryptographic primitives. The interest in these primitives is
also justified by the recently initiated NIST process for the standardization of post-quantum
cryptosystems [20]. Such a process started in 2016 and is now at its second round of evaluation,
with 26 algorithms selected out of the 69 original submissions [21].

A well-known family of post-quantum public-key cryptographic primitives are those based
on error correcting codes, initiated by the seminal work of Robert McEliece [19], whose security
relies on the hardness of decoding a random-looking linear block code. Such a problem, in fact,
has been proven to be NP-complete in 1978 [6], and is not significantly affected by quantum
computing algorithms [7]. Despite this, the original McEliece cryptosystem based on Goppa
codes has not experienced a great diffusion due to the large size of its public keys, which follows
from the unstructured nature of the characteristic matrices of Goppa codes. A known solution
to this problem is that of replacing Goppa codes with other families of structured codes, like
Quasi-Cyclic Low-Density Parity-Check (QC-LDPC) codes. The latter have been successfully
used in some variants of the McEliece cryptosystem that are able to achieve compact public
keys [4]. A suite of public-key cryptosystems based on QC-LDPC codes named LEDAcrypt [5]
is currently under evaluation among the second round candidates of the NIST post-quantum
standardization process [21].
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The efficiency of post-quantum cryptographic algorithms when implemented in hardware
is considered among the requirements of candidates to the NIST post-quantum cryptography
standardization process [22]. This motivates research in this area, and in the design of efficient
hardware solutions for the implementation of these new cryptographic primitives.

1.1 Related work

Several works have already appeared in the literature concerning the hardware implementation
of post-quantum cryptographic primitives. Among them, isogeny-based cryptographic prim-
itives have been considered in [17, 16] and lattice-based primitives have been considered in
[13, 12, 8], while primitives based on the lattice-based problem variant known as ring-learning
with errors (Ring-LWE) have been considered in [1].

Concerning the implementation of code-based post-quantum primitives, the classic McEliece
scheme based on binary Goppa codes has been considered in [24], while variants based on Quasi-
Cyclic Moderate-Density Parity-Check (QC-MDPC) codes have been considered in [18, 15]. The
LEDAcrypt post-quantum cryptographic primitives based on QC-LDPC codes have also been
recently considered for hardware implementation in [14].

Concerning post-quantum digital signatures, a hardware-oriented analysis of NIST post-
quantum cryptography standardization candidates is reported in [23].

1.2 Contribution

This work addresses the implementation of an hardware accelerator for the LEDAcrypt prim-
itives. The proposed architecture is synthesizable for both ASIC and FPGA technologies.
Moreover, it is scalable in terms of processing parallelism, thus achieving different trade-offs
between performance and implementation complexity.

The paper is organized as follows: firstly the description of the algorithm is given in Section
2, then the overview of the architecture and additional details on one key processing unit are
provided in Section 3 and 4. Finally, the synthesized results are summarized in Section 5 and
the conclusions are given in Section 6.

2 Algorithm

From the complexity standpoint, a crucial algorithm for the LEDAcrypt primitives is the de-
coding algorithm, which is an iterative algorithm that estimates a sparse error vector e starting
from a syndrome vector s, by exploiting the knowledge of two secret matrices: the secret QC-
LDPC code parity-check matrix H and the secret transformation matrix Q. In LEDAcrypt,
this is performed through an iterative algorithm derived from the classic bit-flipping decoding
algorithm, and known as Q-decoder.

The decoding algorithm starts from an initial syndrome s that is computed from the en-
crypted message m and the two secret matrices H and Q as follows:

Initial Syndrome : s(0)T = (HQ)mT (1)

Then, at every iteration l = 1, · · · , Itmax, the algorithm generates an updated syndrome s(l)
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and a refined estimate of the error vector e(l), by computing the following quantities:

Sigma : σ(l) = s(l−1)H (2)

Correlation : ρ(l) = [ρ
(l)
1 , ρ

(l)
2 , . . . , ρ(l)n ] = σ(l)Q (3)

Thresholds : b(l) = max
j=1,··· ,n

!
ρ
(l)
j

"
(4)

Positions : Pl = {v ∈ [1, n]|R(l)
v > b(l)} (5)

Errors : e(l) = e(l) = e(l−1) +
#

v∈P l

qv (6)

Syndrome : s(l) = s(0) + e(l)HT (7)

where qv is the vth row of QT . The product in 1 and 7 are performed in GF(2), while the result
of equations 2 and 3 are integers. The stop condition is reached when s = 0 (s being the sum
of the entries of s) or l = Itmax. When the decoding process terminates recovering the correct
error vector, such a vector can be straightforwardly used to retrieve the cleartext message m.

LEDAcrypt provides various parameters related to the involved matrices and vectors. Table
1 gives the main algorithm parameters for different levels of security (Category): n0 is the
number of circulant blocks forming the parity-check matrix H, p is the size of the circulant
blocks, dv and m are the numbers of asserted bits in each column of the matrices H and Q
respectively, t is the number of intentional errors used for encryption and Itmax is the maximum
number of iterations required to successfully recover the encrypted message.

The estimation of the most time consuming units in the decoder is important to achieve
an efficient implementation. Therefore, we used a Matlab implementation with the relevant
profiling capabilities to derive the processing time required for each main task. Table 2 provides
the collected results for a code with n0 = 2, p = 27, 779 and Itmax = 3. Two versions of
the algorithm software implementation have been simulated: the first version is the original
model [3], while the second version has been obtained by exploiting specific Matlab options to
accelerate the execution. The Matlab code has been run on a laptop with 16GB of RAM and
Intel Core i7-6700 HQ CPU with 2.60GHz clock frequency.

It is clear from the profiling results that the most time consuming functions in the Q-
decoder are the Initial Syndrome calculation and the Syndrome update. Therefore, a parallel
formulation of these tasks is desirable to map them onto a dedicated hardware architecture and
to accelerate the whole algorithm. An additional advantage that is expected from the hardware
implementation of the Q-decoder is the lower energy dissipation.
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Table 1: LEDA parameters for different
categories (C).
C n0 p dv m t
1 2 15,013 9 [5, 4] 143

2 27,779 17 [4, 3] 224
3 18,701 19 [3, 2, 2] 141
4 17,027 21 [4, 1, 1, 1] 112

2-3 2 57,557 17 [6, 5] 349
3 41,507 19 [3, 4, 4] 220
4 35,027 17 [4, 3, 3, 3] 175

4-5 2 99,053 19 [7, 6] 374
3 72,019 19 [7, 4, 4] 301
4 60,509 23 [4, 3, 3, 3] 239

Table 2: LEDAcrypt profiling.
Tasks initial model

s(0) 1.380 s 78.5 %
σ 0.225 s 14.5 %
ρ 0.103 s 5.8 %
s(l) 0.016 s 0.91 %
m 0.003 s 0.2 %
Total 1.7570 s 100 %

Tasks optimized model

s(0) 0.023 s 50 %
σ 0.003 s 6.5 %
ρ 0.003 s 6.5 %
s(l) 0.014 s 30.5 %
m 0.003 s 6.5 %
Total 0.046 s 100 %

3 Architecture

The complete architecture is divided into three main blocks (Figure 1): the Memory, the Control
Unit (CU) and the Data Path (DP). The Memory unit contains several memory components
that store the data structures used by the decoding process. The CU is implemented as a Finite
State Machine (FSM) that drives the execution of the algorithm. Finally, the DP includes the
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Figure 1: Control Unit, Data Path and Memory

resources necessary to process all the algorithm variables and it is structured into four main
units: (i) the Syndrome Computation Unit (SCU), which includes the evaluation of the Initial
Syndrome s(0) as in (1), (ii) the Correlation Computation Unit (CCU), which evaluates the
Correlation ρ, namely (3), (iii) the Message Update Unit (MUU), which derives the errors e in
the message and its correction (6), and (iv) the Syndrome Update Unit (SUU), which iteratively
updates the syndrome (s(l)) based on the obtained errors (7).
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The Control Unit FSM basically follows the sequence of processing tasks given in Section
2. The iterative nature of the algorithm and the data dependencies within a single iteration
impose a sequential execution of the key steps. However, several operations inside the syndrome
and correlation computations allow for a parallel execution. Moreover, the similarities among
these operations suggest the reuse of some hardware resources in both SCU and CCU.

3.1 Memory Organization

The vectors and matrices sizes are derived from Table 1. There are three kinds of vectors
handled by the algorithm: vectors containing positions, binary vectors and integer vectors.
Vectors containing positions in the range [0, p] require np = ⌈log2(p)⌉ bits. Binary vectors
are stored in a matrix format, as Nb bit words, where Nb is the decided degree of processing
parallelism. Integer vectors are stored in a matrix format, as nc and ns bit words for Correlation
and Sigma values, respectively.

Based on the dynamic range of each data, the expected size for the required memories can
be evaluated as in Table 3. The reported size values are related to the case of two circulant
block (n0 = 2). Therefore, every array (except the syndrome s and the matrix Q) is represented
as a two-block component. As an example, the message m is expressed as m = [m0 m1] and
L = HQ = [L0 L1]

T . Similarly, the matrix Q is divided into four components (Q00 to Q11).

Table 3: Required capacity for main memory components, evaluated for codes with n0 = 2 and
p = 27, 779

Variable type Size Evaluation Maximum Size Minimum Size
s,m0 and m1 binary p 12.2 kB 3.4 kB
σ0 and σ1 integer p ∗ ns 61 kB 14kB
ρ0 and ρ1 integer p ∗ nc 97.6 kB 27.2
L0, L1 position dv ∗m ∗ np 524 B 223 B
H0, H1 position dv ∗ np 41 B 32 B
Q00, Q11 position m0 ∗ np 15 B 8 B
Q01, Q10 position m1 ∗ np 13 B 6B

3.2 Initial Syndrome and Correlation Computation Units

Using the matrix representation, for the case n0 = 2, the SCU basically computes the product

$
m0 m1

% & L0

L1

'
=

(

)
m0L0

⊕
m1L1

*

+ =

(

)
s0
⊕
s1

*

+ (8)

where ⊕ indicates the bit wise xor operation, while the CCU calculates

σ = s
$
H0 H1

%
=

$
σ0 σ1

%
(9)

ρ =
$
σ0 σ1

% &
Q00 Q01

Q10 Q11

'
=

(

)
σ0Q00 σ0Q01

+ +
σ1Q10 σ1Q11

*

+ =
$
ρ0 ρ1

%
(10)
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In both units, the key requirement is the calculation of the product between a vector and a
sparse cyclic matrix, that is a VectorByCirculant operation. In the SCU a binary vector m is
multiplied, while in the CCU the product is needed twice, involving a binary vector in (9) and
an integer vector in (10). However, a unified architecture can be conceived to cover both types
of product, as detailed in Section 4.

3.3 Message Update Unit

The update of the message requires to find the positions of the errors intentionally inserted at
the encoding side. This estimation is based on Syndrome and Correlation. The circuit in Figure
2(a) shows the evaluation of the syndrome weight. Initially, the syndrome weight is set to 0,
then the Syndrome memory is read row by row and the number of ones per row is accumulated
in the Syndrome Weight register.

The circuit for the evaluation of the error is in Figure 2(b). A row is read from the Corre-
lation memory and its elements are compared with the threshold b: if at least one value in the
row is higher than b (Cmp or = 1), the error position is saved into the Error memory, in terms
of row address and location within the row (index). The process ends when the last row of the
Correlation memory is checked. The threshold is derived from a Look-Up-Table that returns a
value of b given the input range of Syndrome Weighs (SWs) [14].

Finally, Figure 2(c) shows the update of the message vector. The circuit receives a message
word (Nb elements) from the Message memory and the corresponding error positions from the
Error memory. A set of Nb xor gates applies the correction and the updated message is stored
back into the Message memory.
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Syndrome Row Register
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(a) Syndrome Weight evalua-
tion logic.
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(b) Error Position evaluation.
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Figure 2: Key circuits in the Message Update Unit.
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3.4 Syndrome Update Unit

The syndrome update equations (6) and (7) are modified into a different form that simplifies
the hardware implementation:

e(l)syn = e(l)L

s(l) = s(l−1) ⊕ e(l)syn

where L = HQ and esyn is the error location vector for the syndrome. The latter equation
can be implemented by means of the same circuit given in Figure 2(c), while a sparse vector by

circulant product is needed for the calculation of e
(l)
syn.

This operation is implemented as described in Algorithm 1.

Algorithm 1 SparseVectorByCirculant

Input: el,L;
Output: elSyn;
r ⇐ 0;
indexSyn = 0;
while indexPos < dv do
while indexErr < MaxPos do
elSyn(indexSyn) = mod(el(indexErr)−
L(indexPos), p);
indexSyn = indexSyn+ 1;

end while
end while

Algorithm 2 VectorByCirculant

Input: v(1, n),Pos(1, d);
Output: r(1, n);
r ⇐ 0;
indexPos = 1;
while indexPos ≤ d do
k = Pos(indexPos);
vshifted = [v(k : n),v(1 : k− 1)] ;
r ⇐ r+ vshifted

end while

4 Vector By Circulant product architecture

The Vector By Circulant unit, included in both the SCU and CCU, evaluates the product
r = Av of a cyclic and sparse binary matrix A by a vector (integer or binary), v. In a cyclic
matrix, all the rows are cyclic shifts of the first one. An example of the Vector By Circulant
product is given in (11) and (12) for the case of size p = 15, with dv = 2 (a2 and a5 asserted
values in the first row of A). The real values of p are given in Table 1. The strategy described
is the same employed in the QcBits Algorithm[10].

A =

(

,,,)

a0 a1 . . . a14
a14 a0 . . . a13
...

...
. . .

...
a1 a2 . . . a0

*

---+
(11)

r0 = a0v0 + a1v1 · · · + a14v14
r1 = a14v0 + a0v1 · · · + a13v14
r2 = a13v0 + a14v1 · · · + a12v14
...
r14 = a1v0 + a2v1 · · · + a0v14

= v2 + v5
= v3 + v6
= v4 + v7

=
...

= v1 + v4

(12)

The straightforward implementation of the product, i.e. the direct mapping of these equa-
tions into an hardware architecture is not efficient, because of the size of v and A .

7



A Hardware Implementation for Code-Based PQAC. Koleci, Baldi, Martina and Masera

However, it can be seen from (12) that the elements of r are obtained by combining shifted
versions of the v vector. For example, in the given example for p = 15, r can be calculated by
taking two circular shifts of v, respectively starting at positions 2 and 5 (the asserted values in
the first row), and adding them element by element. In general, r can be calculated by adding
(modulo-2 addition for the binary case) dv shifted versions of v (indicated as vshifted). Their
initial positions are determined by the elements in the first row of A, stored in the vector Pos.
The product calculation is detailed in Algorithm 2.

To efficiently implement Algorithm 2, we proceed in a partially parallel way and update
Nb elements of r at a time. Let us assume that the A matrix is stored in the sparse format,
i.e. all non-zero elements in the first row are available in a linear array (Pos). Moreover, we
assume that v is stored in the memory Mv, organized as p/Nb words of Nb elements. At every
read from the memory, we obtain Nb elements of v in parallel. Said x the initial position of a
shifted version of v (that is an element of the Pos vector), we find the first element in vshifted

by calculating the address i = ⌊x/Nb⌋ and the index j = x mod Nb. If Nb is a power of two,
i is simply equal to the log2 Nb most significant bits of x and j is equal to the remaining least
significant bits of x. Therefore, the desired shifted version of v is obtained by selecting in the
read word all elements with index ≥ j; the vector is then completed by means of additional
reads from Mv, at addresses > i. Overall, up to ⌈p/Nb⌉ reads are needed to obtain the complete
vshifted. For example, with p = 15, Nb = 4 and x = 3, the first vector element, v3, is read
at the first cycle, together with elements v0 to v2, which are not used at this time. In the two
following cycles, elements v4 to v7, and v8 to v11 are taken from Mv. Finally elements v12,
v13 and v14 are read at the fourth cycle. The architecture of the complete architecture for the
product Vector by Circulant is shown in Figure 3.
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Figure 3: The Data-Path of the VectorByCirculant Unit

In order to process the data read from the Mv memory, we need two Nb-element registers
(Rown and Rown+1) that store two consecutive rows of Mv. At every cycle, a new row is loaded
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into the Rown + 1 register and the previous row is moved to the Rown register, at the same
time. Moreover, a collapse unit merges the elements in the two registers in a sequence of Nb

ordered elements starting from the position pointed by index. The circuit, at the first cycle,
skips elements with index lower than the initial shift position and reuse them at the last cycle,
to complete the tail of the sequence.

The collapse unit provides Nb consecutive elements to an accumulator that calculates the
final product as the sum of several shifted versions of v. The temporary accumulated values
are stored in the result memory, Mr, which is set to zero at the beginning. Then, at every
iteration, the Add unit receives a new portion of a shifted vector from the collapse unit and
combines it with the old accumulated values read from Mr. The Add unit actually contains
plain xor gates in the case of a binary vector and a set of complete adders for an integer vector.

The complete result is available in the Mr memory after the loading of the last vshifted.

This solution is scalable and provides a speed-up by a factor nb over the sequential imple-
mentation.

5 Simulations and Synthesis results

The proposed architecture has been described in a parameterized form, for multiple degrees
of parallelism, ranging from Nb = 8 up to Nb = 64. The synthesis has been completed using
Synopsys Design Compiler and a CMOS 65nm technology library. Functional and post-synthesis
simulations have been done to exactly estimate the required number of cycles and to derive the
power dissipation.

The results provided by the Modelsim simulations are given in Table 4 for two codes with
n0 = 2 and p = 27, 779 and p = 15013.

Table 4: Cycle count for the most relevant functions for n0 = 2, p = 27779 and p = 15013
codes.

Nb s0 σ ρ m sl Total

p = 27, 779 code
8 2.5M 58% 1M 25% 438k 10% 66k 1.5% 204k 4.7% 4.3M
16 1.2M 54% 531k 24% 219k 19% 36k 1.6% 204k 9.2% 2.2M
32 0.6M 50% 267k 22% 111k 9.2% 26k 2.2% 204k 17% 1.2M
64 0.3M 42% 135k 18% 54k 7.5% 26k 3.6% 204k 28% 719k

p = 15013 code
8 913k 55% 304k 18% 304k 18% 36k 2% 107k 6.4% 1.6M
16 457k 51% 152k 17% 152k 17% 21k 2% 107k 12% 889k
32 229k 45% 76k 15% 76k 15% 16k 3% 107k 21% 507k
64 115k 36% 38k 12% 38k 12% 18k 6% 107k 34% 316k

The results of the synthesis with Design Compiler for the case n0 = 2 and p = 27, 779 are
summarized in Table 5. The critical path delay is fairly constant across the considered degrees
of parallelism and it is associated to the collapse unit.

As for the area occupation, it can be seen that, as expected, it increases regularly with the
degree of parallelism.
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Table 5: ASIC synthesis. Timing, area and power figures for the whole decoder and the main
units. For each level of parallelism, the percentage increments are also given (in red). The
decoder supports the code with n0 = 2 and p = 27, 779.

Nb 8 16 32 64
Critical Path (ns) 3.72 3.72 3.72 3.86
s0 (µm2) 1,820 2,550 (34%) 4,146 (58%) 13,973 (266%)
σ (µm2) 3292 5,408 (56%) 9,792 (75%) 25,636 (200%)
ρ (µm2) 4,665 9,317 (100%) 17,643 (90%) 67,010 (279%)
m (µm2) 3,854 5,729 (30%) 9,905 (76%) 18,172 (86%)
sl (µm2) 2,050 2,376 (15%) 3,007 (26%) 4,266 (41%)
Total Area (µm2) 15,618 25,380 (62%) 44,493 (75%) 129,047 (190%)
Static Power (mW ) 1.11 1.73 2.98 5.52

The FPGA synthesis has been carried out with Xilinx Vivado, targeting the Artix-7
xc7a50tcpg236-3 device and setting the clock frequency at 100 MHz. The occupied resources
are detailed in Table 6.

Table 6: FPGA synthesis. Occupied resources for the Artix-7 xc7a50tcpg236-3 device, in two
applications: n0 = 2, p = 27, 779 code and n0 = 2, p = 15, 013 code. The total numer of IO
and BUFG are 5 and 1 respectively independently of the parallelism.

Resource Available Utilization with p = 27, 779 Utilization with p = 15, 013
Nb 8 16 32 64 8 16 32 64
LUT 32600 1554 2462 4330 8557 1327 2428 4125 8790
FF 65200 1007 1572 2675 4890 877 1592 2665 5488
BRAM 75 38 38 38 38 18.5 22.5 22.5 38

Although the hardware implementation of QC-LDPC code decoders for wireless commu-
nications has been deeply investigated [11], only a few dedicated architectures for code-based
post-quantum cryptography are available in the open literature. The FPGA results reported
in Table 6 can be compared against the LEDAcrypt implementation proposed in [14], which
supports the n0 = 2, p = 15, 013 code with a bit parallelism of 32 bits: the reported resource
usage for a Xilinx Virtex-6 device is 650 FFs and 2222 LUTs, the achievable clock frequency is
140 MHz and the required number of cycles is 2.62 · 106. Therefore, the architecture described
in [14] has a decryption latency of 2,620,000 cycles at 140 MHz, corresponding to 18.7 ms. On
the other side, the solution described in this paper achieves a decryption latency, for the same
code and degree of parallelism, equal to 507,000 cycles at 100 MHz, equal to 5.05 ms.

6 Conclusions and Future Work

This paper presents a hardware implementation of the LEDAcrypt post-quantum cryptographic
primitives based on QC-LDPC codes. A key advantage of the present design is the scalability
of the obtained decoder, which allows for different trade-offs between computational time and
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implementation cost. The decryption latency ranges between 3.16 ms up to 16 ms, for an
internal degree of parallelism between 8 and 64.

As a future work, the effect of an extended parallelism in the critical processing tasks could
be explored more in detail. Given the large impact of processing parallelism on the total amount
of occupied resources or Silicon area, several architecture-level choices have to be explored in
order to balance the reduction of the decoding time and the increase of the implementation cost.
A second line of research for future works can aim at improving the implementation efficiency
by means of joint algorithm and architecture optimizations. As an example, possible algorithm
simplifications can be investigated to evaluate both the effects on the cryptographic primitives
and the provided advantages in terms of their hardware implementation.
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