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Abstract
ARIAC (Agile Robotics for Industrial Automation Competition) is a robotic competition which aims to advance
robotic agility in industry. Participants in this competition are required to implement a robot control system to
overcome agility challenges in a simulated environment. ARIAC comes with a set of score metrics to evaluate
the performance of each control system during task execution. In this paper we show how such task-oriented
evaluation can be problematic and how the addition of runtime monitors to verify properties given in ISO/TS
safety standards can help in reducing the resulting reality gap.
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1. Introduction

Robots are used in industry especially for repetitive tasks. Unlike human beings, robots do not get
bored of performing the same task multiple times and can work in non-ideal environments, such as off-
shore platforms, radioactive sites, and so on. However, robots are not good at adapting and changing
depending on the necessities. While the transition from one task to another may be straightforward
for a human, it is usually not the case for industrial robots which might have been designed and built
for achieving one and only once specific task. Unfortunately, small to medium enterprises (SMEs)
may need such level of dynamism. Consider the example of a manufacturing industry producing two
different items, item1 and item2. The company consists of only two robots, one to build item1 and
the other to build item2. Supposing the production rate is determined by the items in demand; it may
happen there is no demand for item1 and a high demand for item2. In such scenario, the product line
for item1 would stop, while the other one would be overloaded. The ideal solution in this scenario
would be to use the unused product line to produce item2. This changeover requires the robot special-
ized in item1 to start producing item2. In other words, this robot needs to be agile. In manufacturing
terms, agility refers to the idea of responding effectively to changing customer needs in a volatile
marketplace by handling product variety and by introducing new products quickly [1, 2].
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Figure 1: The ARIAC 2020 environment.

Figure 2: Robot about to collide with a human.

2. The ARIAC Competition

Organised by the National Institute of Standards and Technology (NIST, https://www.nist.gov/) since
2017, the Agile Robotics for Industrial Applications Competition [3] (ARIAC, https://www.challenge.
gov/challenge/ariac/) is an annual event which brings together researchers and practitioners to tackle
challenges that industry is facing. The main goal of ARIAC is to test the agility of industrial robot
systems and to enable industrial robots on shop floors to be more productive, more autonomous, and
to require less time from shop floor workers. In ARIAC, agility is defined broadly to address: (i) task
failure identification and recovery by robots, (ii) automated planning to minimize (or eliminate) the
up-front robot programming time when a new task is introduced, and (iii) fixtureless environment,
where robots can sense the environment and perform tasks on parts that are not in predefined loca-
tions.

The competition participants are required to develop a robot control system for a gantry robot
in order to perform kitting in a simulated environment. Gazebo (http://gazebosim.org/), which is an
open source robotics simulation environment, is used as the testing platform and the Robot Operating
System (https://www.ros.org/) (ROS), which is an open source set of software libraries and tools, is
used to define the interfaces to the simulation system.

Figure 1 depicts the simulated environment where the ARIAC competition takes place. The robot
used in ARIAC 2020 is of gantry type and can move in the simulated environment to interact with
objects in order to perform kitting tasks. A kit is an order for specific items, which can be found on
shelves, on the conveyor belt, and in bins. The robot builds kits by picking up all the required items
and placing them into one of the two trays located on the Automated Guided Vehicles (AGVs). When
an order is completed, the AGV delivers the kit and a final score is given to the participants’ systems.
The final score takes into account many aspects, such as the type/color of the selected item matches
the type/color required by the order; the accuracy of products’ pose in the tray; and the time taken
by the control system to complete a kit (measured in simulation seconds).

Other metrics are used to determine the quality and performance of each participant’s robot con-
troller. However, except for some limited and manually coded control, there is no evaluation of how
the robot completed the orders. The score considers if the right item has been brought to the delivery
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station, but does not take into account how the robot actually builds the kits. For instance, during kit-
ting, the robot may get very close to people in the environment or even hit them, as seen in Figure 2.
Safety distance was not monitored in ARIAC 2020 and collisions with humans could only be reported
by ARIAC organisers after the fact. A participant’s control system may put the robot in these unsafe
situations and still get the highest score. As can be seen, a balance between performance and safety
of a robotic system has to be implemented in ARIAC. Above all, there is a need to reduce the reality
gap between such implementations and the real world.

3. Safety through Runtime Verification

One way to solve this problem is to give importance to such safety aspects while evaluating a robot
controller. To obtain this, we added runtime monitors to check the robot controller’s behaviour at
runtime. A runtime monitor is a component which observes a running system, and checks if the
observed behaviour satisfies the expected behaviour through formal properties. The resulting ver-
ification process is called Runtime Verification (RV). With respect to other verification techniques,
RV has the advantage of focusing on the current system execution, rather than statically trying to
generate all possible ones; this makes it a lightweight approach which can be even applied to large
and complex scenarios.

The main reason we chose RV is that it can be applied to black-box scenarios. Since the monitor
only needs to observe how the robot behaves in the simulated environment, it does not need to know
how the robot takes its decisions under the hood. Consequently, participants’ source code is not
required and the monitors are totally independent from the robot controller’s implementation.

As a proof of concept, we developed a simple monitor to verify that the robot satisfies the safety
distance from the simulated humans. ISO/TS 15066:2016 - “Robots and robotic devices — Collaborative
robots" addresses the safety issue of robot speed and separation monitoring [4]. ISO/TS 15066:2016
specifies that the minimum allowable distance 𝑑𝑚𝑖𝑛 between a robot and a human is

𝑑𝑚𝑖𝑛 = 𝑘𝐻 (𝑡1 + 𝑡2) + 𝑘𝑅𝑡1 + 𝐵 + 𝛿 (1)
𝑡1 is the maximum time between the actuation of the sensing function and the output signal switching
devices to the off state, 𝑡2 is the maximum response time of the machine (i.e., the time required to stop
the machine), 𝛿 is an additional distance, based on the expected intrusion toward the critical zone
prior to actuation of the protective equipment, 𝑘𝐻 is the speed of the intruding human, 𝑘𝑅 is the
speed of the robot, and 𝐵 is the Euclidean distance required to bring the robot to a safe, controlled
stop. We used Equation 1 to synthesise a monitor to verify at runtime that

“the distance between the robot and the human operator is always greater than or equal to 𝑑𝑚𝑖𝑛”
Since ARIAC is implemented in ROS, we used ROSMonitoring1 [5] to deploy our monitors in the

system. ROSMonitoring is a portable and formalism-agnostic runtime verification framework; it al-
lows the definition of formal properties with any formalism of choice, and it generates monitors
capable of intercepting ROS messages. In our case study, the information items of interest are the
robot and human operator speed, and the current distance between the robot and the human. All
other parameters of Equation (1) are known at the design time and do not need to be observed.

As mentioned previously, the monitor observes the system while the latter is running. Since the
system is implemented in ROS, the monitor observes the messages exchanged among the nodes2 in
the system. The monitor is automatically synthesised by ROSMonitoring, but it requires knowing
which messages have to be observed and which property has to be verified.

1https://github.com/autonomy-and-verification-uol/ROSMonitoring
2ROS is node-based; a robot can be composed of different nodes, and the nodes communicate through message passing.
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Regarding the messages, in ARIAC there was no explicit representation of robot and human speed,
or their distance. More specifically, this information was available in the simulation, but there were no
explicit messages exchanged. Since ROSMonitoring monitors intercept messages, messages related
to this information were added. A ROS node was created to keep track of where the robot and the
human operators are, and at what speed they are moving. This node then publishes this information
at a custom rate, which has been fixed to 100 Hz in this specific scenario (100 messages containing
information about the robot and human operators are published per second). The resulting message
represents a snapshot of the system, and can be intercepted by a monitor to verify the satisfaction of
properties.

Previously, we reported the property of our interest in natural language; since ROSMonitoring na-
tively supports RML (Runtime Monitoring Language3) [7] to describe formal properties, we formalised
our property as a RML specification:

gteq_dmin matches {topic:’snapshot’, human_operator_speed:h_speed, robot_speed:r_speed,
distance_robot_human_operator:dist_h_r} with dist_h_r >= (h_speed * (1.0 + 1.5) + r_speed *
1.0 + 0.0 + 2.6);

Main = (gteq_dmin)*;

The first line defines the set of expected events. gteq_dmin is the name of the set, matches is the
pattern definition to which events belong to. Inside the curly brackets we discern the information
contained in the event (the ROS message), such as the name of the message snapshot (the message
topic), and labelled values reporting the human speed, robot speed, and distance between robot and
human, respectively. Then, after the with keyword, we define the constraint that has to be satisfied
by the event; namely, the distance between the robot and the human (dist_h_r) has to be greater
than or equal to the minimum distance, according to equation (1), with 𝑡1 = 1.0 [𝑠𝑒𝑐], 𝑡2 = 1.5 [𝑠𝑒𝑐],
𝐵 = 0.0 [𝑚], and 𝛿 = 2.6 [𝑚], deriving from the robot specifics. The second line instead denotes
the body of the property, which in this specific scenario consists in observing a sequence of events4

matching gteq_dmin.
The resulting monitor observes events characterising snapshots of the system, and verifies that

each event satisfies the distance constrained derived by ISO/TS 15066:2016. If an event fails such a
constraint, which means it does not belong to the event set denoted by gteq_dmin, an error is raised
by the monitor, since an inconsistent event has been observed. In Figure 2 we reported a screenshot
obtained with a sample robot controller. Figure 2 shows a situation where the robot is about to hit a
human operator; in this situation, the monitor detects this violation of ISO/TS 15066:2016, and throws
and logs an error.

4. Conclusions and Future Work

We have briefly presented ARIAC, and how it is used for advancing robotic technologies in the con-
text of agility. We recognised a limitation in evaluating robotic controllers by only focusing on task
completion, and how such limitation causes a reality gap. We showed how such reality gap can be
reduced by adding runtime monitors verifying the system behaviour at runtime. In particular, we
focused on an initial case study where a safety property given in ISO/TS 15066:2016 is used to syn-
thesise a monitor. For future work, we aim to synthesise additional monitors deriving from other
relevant standards, and integrate the resulting RV process in the score evaluation of future ARIAC
competitions.

3RML is more expressive than LTL [6] and it can specify regular, context-free and context-sensitive trace languages.
4The * in RML has the same meaning of the * in regular expressions.
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