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Abstract
Although most Natural Language Processing tasks, such as Text Classification and Natural Language Translation, have
experienced a major performance improvement due to recent advances in neural network architectures, Temporal Relation
Extraction remains an open challenge. This leaves the door open for new research questions. In this paper, we provide a brief
summary of the task and some of the recent efforts that have been made to solve it. In addition, some research opportunities
yet to be explored are also discussed.
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1. Temporal Relation Extraction
Temporal Relation Extraction (TRE) is a Natural Lan-
guage Processing (NLP) task focused on classifying the
temporal relationship between entities, typically events
or temporal expressions, found in a text. A model that
can accurately classify such relationships would be able
to place events in a timeline, making it temporal-aware.
This temporal knowledge could then be used in any time-
sensitive NLP task, such as text summarization, natural
language translation, question answering, or used more
widely in knowledge bases. Despite many efforts in re-
cent years, neural network architectures fail to make the
leap in effectiveness already seen in other NLP tasks, thus
making TRE an open challenge.

The roots of this task can be traced back to 2002, the
year the TERQAS workshop took place. This workshop
produced two important results: the Time Markup Lan-
guage (TimeML) [1], the first annotation scheme that
annotates temporal relationships; and TimeBank [2],
the first corpus annotated with temporal relationships.
Since then, many annotation schemes and datasets have
been proposed. Some with the aim of making the an-
notation more complete as in TimeBank-Dense [3] and
TDDiscourse [4], others to cope with the specificities of
other languages, such as the French TimeBank [5], the
Portuguese TimeBank [6] and the Hindi TimeBank
[7]. MATRES [8] is a more comprehensive effort, with
the authors annotating multiple time axis of the text. In
addition, domain-specific datasets were also annotated,
such as THEE [9] for event-based surveillance systems in
public health and THYME [10] for health records. Another
effort that was of great importance for the TRE task were
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the SemEval competitions, most notably the TempEval
shared tasks held in three different years 2007 [11], 2010
[12], and 2013 [13].

Due to the low annotator agreement, the tendency
over the years has been to simplify and refine the an-
notation scheme. For example, TimeBank was anno-
tated with all 13 Allen interval relations [14], whereas
in TimeBank-Dense the relation set consisted of only 6
interval relations. Also in MATRES [8], the authors argue
that the inter-annotator agreement was much lower for
the relation between the end-points of events, so they
decided to focus the annotation only on the start-points.

The considerable number of datasets and annotation
schemes makes it difficult to determine which model is
the state of the art in TRE. To this regard, we have been
working to create a Python package to facilitate com-
parison between different models. This will provide a
common ground between them that the research com-
munity can build upon.

But it seems that despite many efforts made in recent
years to train deep neural networks [15, 16, 17, 18], the
state of the art models often rely on hand-craft rules
[19, 20, 21, 17, 22] that are domain-specific and laborious
to develop. Another approach to TRE is to train the model
to identify the absolute time at which each event occurred
in the narrative [19, 23]. After identifying the absolute
time of each event, they can be placed in a timeline, where
inferring their relations is trivial.

2. Research Questions
There are many research questions for this task, that are
worth to be discussed. For example, classifying all 13
Allen interval relationships is typically difficult due to
the fact that most relationships are underrepresented,
leading to an unbalanced dataset. This problem can be
solved by transforming the interval relations into point
relations between the start and endpoints of each interval
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[24]. Doing this will result in only three relations: EQUAL,
BEFORE or AFTER. Making it easier to train the model.

When computing temporal closure [25] in a dataset
annotated with Allen relations, it is common to derive
relations that may have more than one relation. For exam-
ple, if A, B and C are events and the annotation says that
A OVERLAPS B and B OVERLAPS C than, the relation
between A and C can be MEETS, OVERLAPS or BEFORE.
This opens the door for another possibility yet to be ex-
plored that is to stage the problem as a Reinforcement
Learning task [26]. In this framework, we can take full
advantage of temporal closure by rewarding the model
for any of the three relationships, whereas this would
not be possible in conventional deep neural networks.

Another interesting approach that could be promis-
ing are Graph Neural Networks (GNN) [27]. Temporal
relations have the natural structure of a graph, where
the nodes are events or temporal expressions and the
edges are the relations between them. GNN have demon-
strated the ability to take advantage of this rich structure,
making it a promising avenue for future research.
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