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Abstract
In recent years, increasingly large quantities of user reviews have been made available by several e-commerce platforms.
This content is very useful for recommender systems (RSs), since it reflects the users’ opinion of the items regarding several
aspects. In fact, they are especially valuable for RSs that are able to exploit multi-faceted user ratings. However, extracting
aspect-based ratings from unstructured text is not a trivial task. Deep Learning models for aspect extraction have proven
to be effective, but they need to be trained on large quantities of domain-specific data, which are not always available. In
this paper, we explore the possibility of transferring knowledge across domains for automatically extracting aspects from
user reviews, and its implications in terms of recommendation accuracy. We performed different experiments with several
Deep Learning-based Aspect Term Extraction (ATE) techniques and Multi-Criteria recommendation algorithms. Results
show that our framework is able to improve recommendation accuracy compared to several baselines based on single-criteria
recommendation, despite the fact that no labeled data in the target domain was used when training the ATE model.
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1. Introduction
Nowadays, many Web platforms and e-commerce web-
sites allow customers to express their opinions by pro-
viding reviews on items, services, or media. Such user-
generated content is extremely valuable for recommen-
dation, since it reflects the user’s perception of a spe-
cific item and of specific features of that item listing
its strengths and weaknesses, the most important fea-
tures, and the tasks for which it is more (or less) suitable.
Extracting this information and exploiting it to enrich
user profiles and item descriptions can give enormous
advantages to Recommender Systems (RSs). Given the
considerable importance of reviews in the recommen-
dation process, many works in the literature proposed
the idea of integrating them into RSs, as a way to im-
prove their accuracy. Specifically, text reviews can be a
solution to the rating sparsity problem often encountered
by RSs based on Collaborative Filtering (CF), and can
be used to capture a much more fine-grained model of
the customer’s preferences [1]. Accordingly, instead of
modeling the user’s profile as a set of (item, rating) pairs,
it might be represented as a set of (item, aspect, rating)
triples. Of course, the problem with this approach is that
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both aspects and ratings must be extracted automatically
from unstructured text. This task is usually referred to
as Aspect-Based Sentiment Analysis (ABSA). ABSA is not
a trivial task, because there is no stable definition of ”as-
pect”, due to its intrinsic subjectivity. Also, the same
aspect can appear in many different forms inside user
reviews. For instance, a reviewer could use ”service”,
”staff” or ”waiter” for referring to the ”service” category.
For this reason, we distinguish between the aspect itself
and its representation forms in the reviews, also called
aspect terms. Furthermore, the aspects used in a domain
are completely different to those in other domains: for
restaurants, users will mention features such as the food
or the quality of the service, when talking about smart-
phones, they will instead refer to other aspects such as
the screen or the camera. In recent years, many models
for automatically extracting aspects from text based on
Deep Learning models have been proposed. However,
these techniques need to be trained on domain-specific
labeled datasets that are not always available.

In this paper, we investigate the application of domain
adaptation strategies for aspect-based recommendation.
The aim is to evaluate the effectiveness of modern Deep
Learning-based Aspect Term Extraction (ATE) models
when no annotated data is available for the target do-
main. For this purpose, we developed an aspect-based
recommendation framework that includes an ATE mod-
ule, an Aspect Clustering module, a Sentiment Analysis
(SA) module, and a Multi-Criteria Recommender Sys-
tem. We performed an experimental study to compare
several ATE models both in a single domain scenario
and in a domain adaptation setting. We then chose the
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model that obtained the best performance in both set-
tings, i.e. the model that is most able to capture the es-
sential, domain-invariant characteristics of aspect terms.
Finally, we tested the framework in a recommendation
scenario, to understand whether the models involved in
this study actually improve the accuracy of RSs, com-
pared to single-criteria recommendation baselines. This
will prove that our framework is able to successfully ex-
tract fine-grained ratings from text, and exploit them for
improving the quality of the recommendations.

In summary, the main contributions of this work are:
(a) The definition of a novel framework for aspect-based
recommendation, that can automatically extract aspect-
based ratings from unstructured text (i.e. reviews) inde-
pendently from the domain, using Deep Learning models;
(b) An evaluation of the performance of Deep Learning-
based ATE models in a domain adaptation setting (i.e.
when no annotated data in the target domain is available);
(c) An evaluation of the performance of our framework,
compared to a set of single-criteria recommendation base-
lines, in terms of rating prediction accuracy.

2. Related work
A great amount of work has been dedicated to research-
ing techniques for enhancing RSs by using data extracted
from reviews. Chen et al. [1] and He et al. [2] contain a
review of the state of the art of review-aware RSs. There
are three main types of approaches: Word-based, that
consists of directly using words found in the review as
the user profile; Sentiment-based, that aims to extract
the user’s overall rating of an item via Sentiment Analy-
sis; Aspect-based, that exploits multi-faceted ratings from
reviews.Our work is strictly focused on aspect-based rec-
ommendation, extracting explicit factors from text re-
views rather than latent factors (such as in [3, 4, 5]). The
main advantage is that aspects can be also useful outside
recommendation, e.g. for explanation.

Many works employ strategies such as topic modeling
[6], sentiment lexicons [7], or rule-based systems [2, 8]
in order to extract aspect-based ratings from reviews for
recommendation purposes. The experiments performed
in these works prove that aspect-based ratings can indeed
improve recommendation accuracy over single-criteria
baselines. In our work, we plan to instead perform the
ATE task by using techniques based on Deep Learning.

In Musto et al. [9], ABSA is applied to a Multi-Criteria
RS for the restaurant recommendation scenario using
a tool called SABRE [10], which is able to extract rele-
vant aspects from review text using the Kullback-Leibler
divergence [11], as well as the rating assigned to each
aspect. Aspects can also be organized into sub-aspects to
obtain fine-grained information. Multi-criteria User-to-
User and Item-to-Item CF algorithms were both proposed

as recommendation algorithms. Our work follows a simi-
lar approach. In our framework however, the ATE task is
performed using state-of-the-art Deep Learning models.

ABSA has proven to be a very effective method for
improving the accuracy, usefulness and persuasiveness
of the recommendations. As a result, Natural Language
Processing (NLP) research focused on improving ABSA
and ATE models, and more resources have been made
available for these tasks. Examples of such resources are
the SemEval datasets [12, 13, 14], and Hu and Liu [15].

Earlier works on ATE proposed strategies such as as-
sociation rule mining [15], Conditional Random Fields
(CRF) [16], knowledge-based topic modeling [17], or dou-
ble propagation [18, 19]. In recent years, the success of
Deep Learning models in Natural Language Processing
tasks meant that research focus has moved towards us-
ing neural networks for ATE. Pavlopoulos and Androut-
sopoulos [20] improved the method described in [15] by
using word embeddings generated via Word2Vec. Poria
et al. [21] used Convolutional Neural Networks (CNNs)
and several word embedding strategies. Giannakopou-
los et al. [22] developed a model for both supervised
and unsupervised ATE in large review datasets, based
on Bi-Directional Long-Short Term Memory (Bi-LSTM)
networks and CRF. Li and Lam [23] propose a multi-
task learning framework for ATE and sentiment analysis
based on LSTMs. Li et al. [24] use aspect detection his-
tory and opinion summary to enhance the ATE model.
Some works investigate the addition of dependency re-
lationships in order to improve the accuracy of neural
network-based models, such as Ye et al. [25] and Luo et
al. [26].

Finally, some works are focused on developing ATE
methods that can generalize over different domains, us-
ing transfer learning or domain adaptation approaches.
An early example is Jakob and Gurevych [16], which
used a CRF-based approach. Ding et al. [27] use RNNs
combined with rule-based auxiliary labels. Wang and
Pan [28] incorporate dependency tree information us-
ing Recursive Neural Networks for both Aspect Term
Extraction and Opinion Target Extraction tasks in or-
der to transfer information between domains. Later, in
[29] they introduce Transferable InteractiveMemory Net-
works (TIMN) that can effectively model a representation
for aspect terms across domains. Marcacini et al. [30] use
transductive learning to map linguistic features of source
and target domains in a heterogeneous network. Lee et al.
[31] propose a transfer learning approach for ATE that
is based on sequentially fine-tuning pre-trained features
over different product groups. Pereg et al. [32] investi-
gate the introduction of external syntactic features into a
BERT-based model in order to exploit structural similari-
ties of aspects across domains. Liang et al. [33] exploit
the correlation between coarse-grained aspect categories
and fine-grained aspect terms via a multi-level recon-



struction mechanism. In our work, we not only evaluate
the performance of several ATE approaches in a domain
adaptation setting, but we also assess their effectiveness
in improving the accuracy of the recommendations.

Recently, Da’u et al. [34] investigated the application
of Deep Learning aspect extractionmodels for recommen-
dation. While this work has the same premise as ours,
there are two major differences: first, the architecture
used is based on CNNs, while we included several con-
figurations based on residual LSTM and BERT. Second,
their work relies on the presence of annotated ATE data
for the target domain, and does not deal with domain
adaptation.

Based on the analysis of the literature, we have identi-
fied a gap in the literature. In fact, the papers mentioned
above either describe domain adaptation strategies for
ATE, or employ ATE for recommendation purposes. To
the best of our knowledge, none combine the two ideas
together, by explicitly measuring the impact of domain
adaptation on the quality of the recommendations. We
believe that this is very important, especially due to the
extreme scarcity of annotated datasets for training ATE
systems, which hinders their applicability to the recom-
mendation scenario.

3. Aspect-based recommendation
framework

In this section, we describe a novel review-aware aspect-
based recommendation framework that has been created
for the purposes of this study. We exploit user reviews
in order to go beyond item ratings, by extracting richer
aspect-based evaluations. The main advantage of this
framework is that it lets us discover new aspects directly
from user reviews. Additionally, the aspect-based item
ratings enrich the user profile, as they let us understand
which aspects users care more about. Finally, they allow
us to identify the individual strengths and weaknesses of
each item from the user’s point of view.

The proposed architecture is composed by several sub-
modules as shown in the example in Figure 1. The first
one is the ATE module which is in charge of identifying
aspects mentioned in the user reviews, by extracting the
corresponding aspect terms from the review text. The
framework supports several ATE approaches, which will
be detailed in Section 3.1.

The second component is the Aspect Clustering mod-
ule, whose role is to group aspect terms that express
similar concepts together into aspects. The Sentiment
Analysis module works in parallel with the previous two.
Its role is to extract the user’s sentiment from the review
in order to assign a score to each aspect term. Details on
this step will be discussed in Section 3.2.

The outputs of the Aspect Clustering and Sentiment

Analysis modules are used to compose the aspect-based
item ratings, which are organized into a 3-dimesional
tensor (i.e. a tensor in which the first dimension repre-
sents the users, the second represents the items, and the
third represents the aspect clusters) which is then passed
to the Multi-Criteria recommendation algorithm. More
details on this component are discussed in Section 3.3.

Figure 1 shows an example of execution of our frame-
work. Each review is split into atomic sentences, and
then each sentence is given as input to both the ATE
module and the SA module, in order to extract both as-
pect terms and ratings. In the example, starting from the
sentence ”As always we had a great glass of wine while
we waited”, the ATE module extracts the ”glass of wine”
aspect term, and the SA module assigns a positive rating
to it. The extracted aspect is then given as input to the As-
pect Clustering module, that assigns it to the right cluster,
i.e. Beverage. The cluster information and the predicted
sentiments are used to generate the aspect-based ratings
tensor. The Recommendation Algorithm takes this ten-
sor as input for generating a list of recommendations.

3.1. Aspect Term Extraction
This section is focused on describing the ATE compo-
nent of the framework. ATE is one of the sub-tasks of
ABSA [14].

Most approaches treat the task of extracting relevant
aspects as a sequence labeling problem [21], in which the
review is first tokenized, and then each token is classified
as either being an aspect term or not. A classifier can be
trained by supplying supervised data, i.e. pre-annotated
reviews. The standard schema for annotating reviews is
the BIO tagging. According to this schema, three distinct
labels can be associated to each token: B means that
the token represents the beginning of an aspect term, I
means that it represents the continuation of an aspect
term, while O means that it is not an aspect term. This
schema is shared with other sequence labeling tasks, such
as Named Entity Recognition (NER).

Figure 2 shows the architecture of the ATE module.
For this task, we focused on techniques based on Deep
Learning, which have proven to be the most promising in
the state of the art. In our study, we focused on the well
known BERT model and on the residual Bi-LSTM. BERT
is one of the most recent pre-trained frameworks for NLP
and it can be exploited for many tasks, including NER and
ATE. The residual Bi-LSTM is a variant of the classical Bi-
directional LSTM which was successfully used in other
sequence labeling tasks such as Tran et al. [35]. It is
composed of two stacked Bi-LSTM layers, where the sum
of the output of the first and second layer is sent to the
final softmax layer, instead of sending only the output
of the second layer. Different embedding strategies have



Figure 1: Example of recommendation process

been used in order to encode the tokens into real-valued
vectors. In particular, we aim to use the ability to capture
a contextual representation of words to learn a model
that is independent from the domain, i.e. that is able to
extract aspect terms from reviews of any domain. In this
way, we can exploit a model trained on a given domain
to extract aspect terms from another, unseen domain.
Hence, the definition of domain adaptation.

The following is a list of all the ATE approaches that
are included in the evaluation.

Pre-trainedWord2Vec-Residual LSTM.Word2Vec
is one of the first successful word embedding techniques,
introduced in Mikolov et al. [36]. For this configuration,
we employed embeddings that were previously trained
from a part of the Google News datasets1. The neural
network architecture used in this configuration is the
Residual Bi-directional Long-Short TermMemory (LSTM)
described earlier.

Pre-trained GloVe-Residual LSTM. For this ap-
proach, we used a set of pre-trained embeddings from
GloVe. GloVe is a model for distributed word representa-
tion, introduced in Pennington et al. [37]. It is developed
as an open-source project at Stanford University, and
the pre-trained embeddings are publicly available2. The
neural network architecture used is the Residual LSTM,
like in the previous configurations.

ELMo embeddings-Residual LSTM. ELMo (Peters
et al. [38]) stands for Embeddings from LanguageModels,
and is a novel contextualized embedding strategy. That
is, instead of using a single vector for each word in the
dictionary, ELMo looks at the entire sentence before as-
signing each word in it its embedding. The result is that

1https://code.google.com/archive/p/
word2vec/?fbclid=IwAR3poHsG_4PZdqfbR_
JESidu9WLMf44ffd0A8ZFmrxCPiKTDghc5hQCLUeQ

2https://nlp.stanford.edu/projects/glove/?fbclid=
IwAR3JafEUyzBT5kwgdKHcQH20nQeTzG1NZs2_
BHAhuOgaluO0HC7P5WW6EC8

the embeddings generated by ELMo are deeply contextu-
alized, and are more capable of handling polisemy. In this
configuration, the architecture is defined as follows: an
ELMo embedding layer is used, followed by the residual
Bi-LSTM layers described in the previous configurations.

BERT. For this configuration, we employed BERT, in-
troduced inDevlin et al. [39], which has been successfully
applied in a variety of NLP tasks such as NER and text
classification. Specifically, we employed a pre-trained
BERT model available from the PyTorch library3. This
model is then fine-tuned, i.e. its parameters are updated
by training it on the ATE task. The NN architecture
used by BERT is a multi-layer bidirectional Transformer
encoder, as described in [39].

3.2. Aspect Term Clustering and
Sentiment Analysis

As stated in the Introduction, one of the main problems
of extracting aspect-based ratings from reviews is that
users may refer to the same aspect in many different
forms. Therefore, a strategy for grouping together all
aspect forms that refer to the same concept is needed. We
propose to group aspect terms together based on their
Word2Vec representation. In the case of multi-word as-
pect terms, we calculated the average of the embeddings
of each word. We then perform a clustering task by using
the K-means algorithm. This allows us to automatically
group aspect terms into aspect categories in an unsuper-
vised way.

We then used the VADER sentiment analysis model of-
fered by the NLTK library4 to obtain the rating assigned
to each aspect term in the review. Each review is split
into atomic sentences, which are fed to the sentiment
analyzer in order to predict their polarity. We then use
this sentiment to assign a score to all the aspect terms

3https://pypi.org/project/pytorch-pretrained-bert/
4https://www.nltk.org/
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Figure 2: Execution of the ATE task with the residual Bi-LSTM and BERT

appearing in that sentence. The final output is the trans-
formation of each review into a set of (user, item, aspect,
rating) tuples. This information will be the input to the
Multi-Criteria RS.

3.3. Aspect-Based Multi-Criteria
recommendation

Once the proposed framework has extracted all aspect-
based ratings from the reviews, the last step is the recom-
mendation. Recommendations are generated via a multi-
criteria algorithm based on collaborative filtering [40].
For this purpose, we treated the sentiments extracted
by our framework as the ratings given by the user to
the item for each aspect. For each aspect that was not
mentioned in the user review, we decided to assign the
item’s overall rating. This choice was made empirically,
as it improved the performance of the recommendation
algorithm. The rest of this section contains a description
of the recommendation algorithms.

User-to-User Multi-Criteria CF: This is an exten-
sion of the similarity-based approaches for CF. The dis-
tance 𝑑(𝑢𝑗, 𝑢𝑘) between users 𝑢𝑗 and 𝑢𝑘 is calculated using
a multi-criteria distance function that takes the ratings
given to each aspect into account (Equation 13 in [40]).
For a new user-item pair, we generate a neighborhood
of top-n most similar users, and then we calculate the
predicted overall rating using the adjusted weighted sum
of the neighbor’s ratings (Equation 3 in [40]).

Item-to-Item Multi-Criteria CF: This is the multi-
criteria equivalent of the item-based CF technique. As
for the previous technique, the distance 𝑑(𝑖𝑗, 𝑖𝑘) between
items is calculated using amulti-criteria distance function
(Equation 5 in [9]). For any given user-item pair, we
generate a neighborhood of the top-n most similar items.
The overall predicted rating is calculated using the item-
based equivalent of the adjusted weighted sum approach
found in [40].

Multi-Criteria SVD: This approach is based on Sin-

gular Value Decomposition (SVD), which is a matrix fac-
torization technique. More details about the SVD tech-
nique can be found in Koren et al. [41]. This technique
was originally developed for single-criteria RSs. In or-
der to extend it to a multi-criteria scenario, we used a
naive aggregation function-based approach [40, 42]: we
divided the k-dimensional multi-criteria recommenda-
tion task into a set of 𝑘 single-criteria tasks. This means
that we trained 𝑘 SVD models, one for each aspect 𝑎𝑐, for
𝑐 ∈ {1, ..., 𝑘}. Each model predicts the rating for a spe-
cific aspect 𝑟𝑎𝑐(𝑢, 𝑖). In order to predict the overall rating
𝑟(𝑢, 𝑖) for a given user 𝑢 and an item 𝑖, we calculate an
aggregate function: 𝑟(𝑢, 𝑖) = 𝑓 (𝑟𝑎1(𝑢, 𝑖), ..., 𝑟𝑎𝑘(𝑢, 𝑖)). In our
case, the aggregate function is a simple average of the
aspect-based ratings.

4. Evaluation
This section describes the in-vitro experiment that we set
up to evaluate the performance of our framework. The ex-
periment is divided into two parts. First, we evaluate the
ATE models that were described in Section 3.1, in order
to determine which one has the best performance when
trained in a domain adaptation scenario. The second step
of the experiment is the recommendation test: we extract
aspect-based ratings from a dataset of restaurant reviews
using the best ATE model from the previous test, and
then we evaluate each of the multi-criteria recommen-
dation approaches discussed in Section 3.3 in terms of
their rating prediction accuracy. These approaches will
also be compared to several baselines. This experiment
will assess whether the multi-criteria recommendations
generated by our framework are more accurate than the
ones obtained by using single-criteria ratings.

4.1. Evaluation of the ATE approaches
We collected six datasets for the ATE task from the lit-
erature, three of which come from the SemEval ABSA



Table 1
Description of the datasets

Dataset #Sentences #Aspect terms
Restaurants (SemEval 2014-15-16) 7841 8183

Laptops (SemEval 2014) 3845 2918
Hotels (SemEval 2015) 266 213
Computers (Liu et al.) 531 363
Speakers (Liu et al.) 689 454
Routers (Liu et al.) 879 325

challenges with reviews about restaurants, laptops and
hotels [12, 13, 14], while the other three are found in Liu
et al. [18] and contain reviews about computers, speakers
and routers. Table 1 reports the number of sentences and
aspect terms contained in each dataset.

A single domain study was conducted by training and
testing each ATE model on the same dataset. Train-
test split was performed via 5-fold cross validation. The
metrics used to evaluate the performance are Precision,
Recall, and F1-score. An aspect term was considered
correctly recognized if all the tokens that compose it
were correctly tagged by the system. Therefore, partial
matches were not considered in the evaluation. For each
configuration, we calculated the overall score by averag-
ing the metrics obtained for each fold.

In addition to the single domain study, we performed a
domain adaptation experiment, which tests each model’s
ability to generalize the ATE task onto a new, unseen
domain. We performed six tests, one for each dataset.
In each test, we used one dataset as the test set, and all
remaining datasets as the training and development set,
using a random 80-20 split.

Table 2 describes the results of experiments. Single
refers to the single domain tests, while DA refers to the
domain adaptation tests. We report the Precision, Recall
and F1-measure for each dataset and each model.

The table shows that the combination of ELMo embed-
dings with the residual Bi-LSTM is able to outperform
all the other approaches, except for the domain adapta-
tion scenario in the Laptop dataset, in which case BERT
achieves slightly higher performance. Concerning the
single domain experiment, it is also interesting to note
that all four approaches perform better on the Restau-
rants dataset than on the Laptops dataset. This is not
surprising, due to the fact that the Restaurants dataset is
larger than the Laptops one. Even on the smaller datasets
(Hotels, Speakers, Computers, Routers), ELMo still ob-
tained the best performance.

However, the situation is less clear for the other ap-
proaches. On the Hotels dataset, which is the smallest
one, GloVe and Word2Vec obtain second and third place,
having a F1 of 0.612 and 0.528 respectively. BERT is again
last, with 0.332, which may suggest that this approach is
especially affected by training set size. An interesting ob-
servation can be made about the Routers dataset: despite

not being the smallest dataset, all approaches performed
especially poorly on it.

In the domain adaptation test, ELMo outperforms the
other three models in five out of six datasets. We also
compare the scores obtained from the single domain and
domain transfer tests. In the largest datasets, we can
observe that the latter induces a substantial loss in F1
compared to the former: around 28% in the Restaurants
domain, and around 47% in the Laptops domain. This
loss can be attributed to the lack of domain-specific data
in the respective domains. In the smaller datasets such as
Hotels, the loss is either very small, or nonexistent. Simi-
lar observations can be made for the BERT approach in
the larger datasets. In the smaller datasets however, the
domain transfer configuration actually outperforms the
single domain one. This gives more credibility to the hy-
pothesis that BERT is more susceptible to training set size
compared to ELMo. The GloVe andWord2Vec approaches
show much larger losses. This is a clear indication that
they are less capable of transferring knowledge on the
ATE task from one domain to another.

Based on the results from this Section, we can say
with enough confidence that ELMo is the approach that
obtained the best performance in the ATE task. Not
only it outperformed the other three approaches in the
single domain setting, but it is also demonstrated a good
ability to transfer the aspect extraction task over different
domains. For this reason, we chose this approach as part
of the ATE component of our framework.

4.2. Evaluation of the Recommender
System

We performed an experiment to measure our frame-
work’s recommendation accuracy. In particular, the ob-
jective of this experiment is to answer the following re-
search questions:

RQ1: What is the impact of domain adaptation strate-
gies for ATE on the quality of multi-criteria recommen-
dations?

RQ2: How does our framework compare against sev-
eral single-criteria baselines?

For this experiment, we employed the Yelp Recruiting
Competition dataset5, which contains restaurant reviews.
This dataset is composed of 45, 981 users, 11, 537 items,
and 229, 906 reviews, with a sparsity of around 99.95%.
Each item in the dataset contains the user ID, the business
ID, the review text, and an overall score given by the
user on a 1-5 scale. The review set was also filtered by
excluding all users that rated less than 10 items. The
filtered dataset contains 4, 393 users, 10, 801 items, and
138, 301 reviews.

5https://www.kaggle.com/c/yelp-recruiting/data
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Table 2
Results of the ATE task experiments

Speakers Computers Routers
ELMo BERT GloVe W2V ELMo BERT GloVe W2V ELMo BERT GloVe W2V

Single
P 0.682 0.372 0.486 0.452 0.506 0.334 0.448 0.462 0.462 0.24 0.424 0.24
R 0.516 0.4 0.338 0.38 0.521 0.286 0.306 0.394 0.388 0.168 0.226 0.14
F1 0.576 0.38 0.39 0.408 0.514 0.3 0.332 0.41 0.406 0.188 0.29 0.174

DA
P 0.55 0.412 0.17 0.146 0.61 0.46 0.31 0.258 0.39 0.276 0.084 0.048
R 0.534 0.54 0.19 0.216 0.452 0.486 0.26 0.304 0.428 0.444 0.076 0.056
F1 0.534 0.464 0.178 0.176 0.52 0.472 0.282 0.28 0.408 0.336 0.078 0.052

Laptops Hotels Restaurants
ELMo BERT GloVe W2V ELMo BERT GloVe W2V ELMo BERT GloVe W2V

Single
P 0.684 0.514 0.628 0.604 0.626 0.4 0.648 0.568 0.792 0.692 0.644 0.646
R 0.68 0.514 0.622 0.632 0.63 0.308 0.596 0.5 0.784 0.706 0.642 0.638
F1 0.676 0.51 0.626 0.618 0.624 0.332 0.612 0.528 0.784 0.696 0.642 0.638

DA
P 0.508 0.436 0.092 0.08 0.648 0.592 0.61 0.542 0.67 0.59 0.186 0.186
R 0.282 0.31 0.04 0.046 0.624 0.672 0.552 0.464 0.496 0.364 0.096 0.096
F1 0.358 0.36 0.056 0.06 0.632 0.628 0.578 0.5 0.564 0.444 0.126 0.126

4.2.1. Experimental protocol

The dataset was input to our framework, and all the steps
described in Section 3 were performed. Aspect terms
were extracted by using the ELMo approach. For this
experiment, we used two ATE models: one trained on
all six datasets described in Section 4.1, and another was
trained without the Restaurants datasets, which allows
us to assess the difference in recommendation quality
caused by the lack of annotated ATE training data in the
target domain.

The aspect terms were then grouped together into
𝑘 aspects, and ratings were assigned via the Sentiment
Analysis component described in Section 3.2, which trans-
formed each review into a 𝑘 + 1-dimensional vector, con-
taining the user’s rating of the restaurant for each of the
𝑘 aspects, plus the overall rating. We experimented with
different sizes of 𝑘 (10, 30 and 50) in order to increase
the generality of the results. Finally, the aspect-based
rating vectors were passed to the recommendation al-
gorithms described in section 3.3. We evaluated the rat-
ing prediction accuracy of the algorithms by measuring
the Mean Average Error (MAE). 10-fold cross-validation
was performed on the dataset, and the MAE values for
each fold were averaged together. For each of the three
multi-criteria recommendation algorithms (User-to-user,
Item-to-item, and SVD), we chose the combination of
parameters that obtained the best results. These models
were then compared against several baselines: single-
criteria user-to-user CF (with MSD and Pearson similar-
ity measures), single-criteria item-to-item CF (with MSD
and Pearson similarity measures), Singular Value Decom-
position (SVD), and Non-negative Matrix Factorization
(NMF), which were also trained and tested using 10-fold
cross-validation. For both user-to-user and item-to-item

CF baselines, we employed the variants that take into
account the user and item means, to make them more
comparable with the multi-criteria equivalents. This lets
us understandwhether the aspect-based ratings extracted
by our framework actually cause an improvement in rec-
ommendation accuracy.

4.2.2. Results

Table 3 reports the results obtained by the three multi-
criteria recommendation algorithms supported by our
framework, with different combinations of parameters.
For the user-to-user and item-to-item algorithms, we
chose to set the neighborhood size to 10, 20, 30, 80, and
200. We chose these numbers as using a higher number of
neighbors caused a decrease in the accuracy. For all three
algorithms, we can observe that the best performance is
obtained by using 10 aspects. This means that by increas-
ing the number of aspects, the performance decreases.
This makes sense, since the effectiveness of the multi-
criteria distance metrics largely depend on the number
of commonly rated aspects between the two users (or
the two items). Increasing the number of aspects also
increases the sparsity of the aspect-based ratings, which
makes these metrics less effective. Table 3 shows that
the multi-criteria user-to-user algorithm performs best
by setting the neighborhood size to 200, with a MAE
of 0.8147 and 0.8155 respectively for the model trained
with and without the Restaurants dataset. For the multi-
criteria item-to-item variant, the best neighborhood size
is 80 for the model trained with the Restaurants dataset,
and 200 for the model trained without it. In both the
neighborhood-based models, we can observe that the
model trained without the Restaurants dataset performs
slightly worse than the one trained with all datasets. This



Table 3
Results for the Multi-Criteria algorithms (MAE). The best results for each algorithm are
in italic. The best overall results are in bold.

10 Aspects 30 Aspects 50 Aspects
Algorithm #N. W/Rest. W/O Rest. W/Rest. W/O Rest. W/Rest. W/O Rest.
M.C. U2U 10 0.83 0.8306 0.8314 0.8333 0.8329 0.8349
M.C. U2U 20 0.8196 0.8206 0.821 0.8228 0.8222 0.8244
M.C. U2U 30 0.8169 0.8178 0.8182 0.8199 0.8194 0.8214
M.C. U2U 80 0.8148 0.8157 0.8161 0.8176 0.8172 0.8191
M.C. U2U 200 0.8147 0.8155 0.8159 0.8174 0.817 0.8189
M.C. I2I 10 0.831 0.8321 0.8333 0.8346 0.8347 0.8364
M.C. I2I 20 0.8221 0.8228 0.8239 0.8252 0.8252 0.8269
M.C. I2I 30 0.82 0.8206 0.8216 0.8229 0.8228 0.8246
M.C. I2I 80 0.8183 0.819 0.8199 0.8211 0.8211 0.8227
M.C. I2I 200 0.8184 0.8189 0.8199 0.8211 0.8211 0.8227
M.C. SVD - 0.8062 0.8053 0.8064 0.8069 0.8074 0.8081

Table 4
Results of the recommendation
test. Best results are in bold.
Configuration MAE
M.C. U2U (W/ Rest.) 0.8147
M.C. U2U (W/O Rest.) 0.8155
U2U (MSD) 0.8169
U2U (Pearson) 0.8565
M.C. I2I (W/ Rest.) 0.8183
M.C. I2I (W/O Rest.) 0.8189
I2I (MSD) 0.8202
I2I (Pearson) 0.8582
M.C. SVD (W/ Rest.) 0.8062
M.C. SVD (W/O Rest.) 0.8053
SVD 0.8107
NMF 0.8737

is consistent with the observations made during the ex-
periment described in section 4.1, i.e. the loss in rec-
ommendation accuracy may be caused by a loss in ATE
accuracy. However, this is not true the multi-criteria SVD
approach. In fact, the model trained without the Restau-
rants dataset achieved better performance (MAE: 0.8053)
compared to the one trained on all datasets (MAE: 0.8062).
This suggests that this approach is less susceptible to the
aspect-based rating sparsity problem. A Wilcoxon test
was performed to evaluate the significance of these dif-
ferences. The test confirms that they are all significant
(𝑝 < 0.01). We can answer RQ1 by stating that that
the proposed domain adaptation strategy for ATE does
indeed cause a sensible loss in recommendation perfor-
mance in the multi-criteria user-to-user and item-to-item
algorithms. However, it also was associated to an equally
small increase in the multi-criteria SVD algorithm.

Finally, in Table 4 we compare the performance of our
framework with the baselines described earlier. We eval-
uated the single-criteria user-to-user and item-to-item
baselines by setting the neighborhood size to 10, 20, 30,
80, and 200, and reported the best performance for each
baseline. The results show that all three multi-criteria
algorithms are able to outperform their single-criteria
equivalents. The best result overall is achieved by the
multi-criteria SVD on the model trained without restau-
rants. In fact, even though it is based on a basic aggre-
gation function-based approach, it managed to obtain a
significant improvement over all baselines. A Wilcoxon
statistical test was performed in order to verify the sig-
nificance of the difference in MAE. The test was able to
prove that indeed the multi-criteria SVD approach per-
formed significantly better than all the baselines with
𝑝 < 0.01. This allows us to confidently answer RQ2 by
stating that our framework compares favorably against
all the selected baselines even when no domain-specific
ATE data was available during training. This proves
that the proposed domain adaptation approach is able to
effectively exploit review data in order to improve the

recommendation accuracy.

5. Conclusion
In this paper, we presented an investigation on the use of
domain adaptation strategies in order to perform Aspect
Term Extraction without the need for domain-specific
training data, as well as the impact of using this strategy
in a multi-criteria recommender system. For this purpose,
we developed an aspect-based recommendation frame-
work that automatically extracts multi-criteria ratings
from text reviews using state-of-the-art Deep Learning
ATE models. We performed several experiments to evalu-
ate the ATE component both in a single domain and in a
domain adaptation setting in order to find the best model
to use in the multi-criteria recommendation scenario. We
trained the aspect term extraction component twice: with
domain-specific data, and without domain-specific data,
and tested several combinations of parameters and differ-
ent multi-criteria recommendation algorithms in order
to increase the generality of the results. In all cases, the
framework was able to outperform single-criteria base-
lines, with small differences between the two models.
Moreover, the proposed strategy improves the quality
of the recommendations even when no domain-specific
ATE training data is available.

The most important limitation to the validity of our
experiment is related to the small amount of data avail-
able for the ATE task. However, it is worth noting that
this is a limitation of the state of the art, since all works
on the subject use the same datasets (or a subset of them)
that we used in our work. As future work, we plan to ex-
tend this work by including more recent Deep Learning
architectures for ATE. We also plan to extend the recom-
mendation test, by including more multi-criteria recom-
mendation algorithms, and by comparing our framework
with systems that extract latent factors from reviews.
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