
Voicing Concerns: User-Specific Pitfalls of Favoring Voice
over Text in Conversational Recommender Systems
Alain D. Starke1,2, Minha Lee3

1Wageningen University & Research, Droevendaalsesteeg 4, 6708 PB Wageningen, The Netherlands
2University of Bergen, P.O. Box 7800, 5020 Bergen, Norway
3Eindhoven University of Technology, Groene Loper 3, 5612 AE Eindhoven, The Netherlands

Abstract
In the context of Conversational Recommender Systems (CRSs) and Conversational User Interfaces (CUIs; e.g., Digital
Assistants, such as Siri), an increasing number of voice-based applications are emerging, often at the expense of text-based
applications. In this position paper, we argue that the possible first-mover advantage of adopting voice-based technologies
may put specific groups of users at a profound disadvantage, as they are likely to run into accessibility issues. For example,
users that stammer or whom are not fluent in the English language have a hard time using voice-based conversational
recommender systems. Along this line, we describe a number of challenges and issues for current and future systems.
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1. Introduction
Voice-based technologies are diffusing through society at
a fast pace. Reportedly 4.2 billion digital voice assistants
were in use in 2020 [1], including well-known technolo-
gies such as Amazon Alexa and Siri. Their role in the
‘Internet of Things’ system is becoming increasingly im-
portant [2], in the sense incumbent technologies, such as
recommender systems, are often made compatible with
voice-based applications [3].

One aspect of voice-based or conversational user in-
terfaces is to retrieve personalized content. To date, how-
ever, most conversational recommender systems (CRSs)
to date are text-based [4]. They focus on mining textual
user input, such as through fixed messages in clickable
menus or by open-ended text queries [5, 6]. In compar-
ison, the number of voice-based conversational recom-
mender systems are still limited, but is likely to expand
in the coming years [3].

The user-system dynamic between text-based and
voice-based interactions differs greatly. Whereas text-
based CRSs can rely on either open-ended queries or fixed
input (e.g., the user selects an answer option), voice-based
queries tend to be impromptu and are more complex to
process. Nonetheless, given the current share and ex-
pected growth of digital assistant use [1], the emergence
of digital assistants, such as Amazon Alexa and Google
Home, suggests that designing for voice-based interac-
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tions will be a bigger target for many commercial ap-
plications than text-based systems. For one, a specific
application of voice-based interactions for recommender
systems research is the users’ ability to retrieve person-
alized suggestions by voice, as hands-free interaction
[3, 7].

Despite the possibilities of voice-based interactions,
we see some challenges. Specifically, the trend of the
commercial landscape that prioritizes voice first comes
with disadvantages for specific users who are either not
equipped to work with the technology (e.g., Siri) or who
are not the targeted, ‘mainstream’ user.

We briefly give an overview of text and voice systems
before we jump to the critique of voice-based recom-
mender systems. We bring up why text-based solutions
may be more beneficial in certain contexts and for spe-
cific users, making it important text-based CRSs are not
discontinued. However, due to the growing trend of
voice-based interactions, e.g., the rise of Alexa, we be-
lieve that we cannot avoid designing for different types
of voice-based interactions in the coming future. For the
latter, we will formulate a few suggestions.

2. Conversational Systems

2.1. Text-based systems
Text-based conversational systems, which are also known
as chatbots, have been around for decades, such as
Weizenbaum’s ELIZA in the 1960s [8]. Chatbots now
exist on many business-to-consumer websites, for ex-
ample as an automated customer service agent [9]. In
terms of technical implementation, two approaches are
taken to build chatbots, which typically also applies to
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text-based conversational recommenders [6]. They are
either built as command-based systems that respond to
user queries as if they are commands or as bots that use
natural language understanding. For example, on Slack,
one can issue commands (e.g., unsubscribe) that chatbots
can easily understand rather than using natural language
(e.g., “please get me out of this channel”) that can be
vague for systems to understand [10]. Also, people may
easily misspell or give incomplete input that chatbots
cannot accurately interpret.

An important challenge of conversational systems is
to mitigate misunderstandings or a conversational break-
down [11]. There are inadequate responses to user re-
quests, false positives [11], either because of unclear
query or a missing database category [12, 13]. In such
cases, conversational repair strategies becomes important
like how the system should correct for misunderstood
phrases or unclear user intentions [12]. An example of a
repair strategy is a system giving potential options that
people can choose from, such as “I did not understand
that. Did you mean X or Y?”, to keep the conversation
going.

In sum, the two strategies then are to design 1)
command-based systems that allow for minimum flexi-
bility on user input for efficiency or 2) natural language-
based systems that allow for greater input flexibility, but
also then, with an increased number of possible repair
strategies that are not always successful.

2.2. Voice-based systems
Voice-based conversational user interfaces (VUIs) are
becoming more popular in everyday use. In particular,
smart home assistants such as Google Home and Ama-
zon Alexa are used more frequently to help its users find
content that they are looking whether [14], regardless of
whether the query is mundane and factual (e.g., ‘What
weather is it today?’), or more exploratory (e.g., ‘Play me
a song for my dinner party’). The latter is more com-
monly explored in recommender systems research, for it
seeks to retrieve an item that a user does not explicitly
know about.

Current voice-based systems face a number of techni-
cal issues that are often situational. For example, consid-
ering the use of voice-based assistant in a car [7], there
may be environmental noise, people not formulating
clearly due to multi-tasking driving and voice interac-
tion, among other causes. Technical issues that come
with VUIs are many, and will also impact the design of
voice-based conversational recommender systems. To
list three, they at times lack noise robustness, multimodal
understanding, and addressee detection [7]. In most con-
texts, users’ environmental conditions will feature a cer-
tain degree of background noise, such as when people are
away from home. Moreover, voice-based system cannot

understand multimodal cues like gestures or gaze that ac-
company users’ speech [15], which is likely to affect the
interpretability of the voice-based query. Finally, when
there is more than one person talking, the system has to
distinguish whose voice to zone in on [7], which might
lead to conflicts of agency [16]. Each of these problems
are challenging. Yet, even if these technical issues are
resolved, they will not create a headway for a seamless
experience for individuals; inclusion is not about one-
size-fits-all, but about how these technical issues do not
disproportionally affect specific userse.

3. Critique of Voice-based systems
Voice-based queries tend to be ‘messier’ than text-based
inputs [6]. The current state-of-the-art in Natural Lan-
guage Processingmethods opens up possibilities for more
open-ended conversational strategies in recommenda-
tion. However, even NLP-based systems are often still
limited to familiar input, i.e., requiring an explicit under-
standing of users’ messages, which often gets misunder-
stood. Problems like of environmental noise distortion
of user input are common [7]. Yet when it comes to
user adoption, voice-based technologies have diffused
at a large speed in terms of innovation adoption [17, 2].
These have both positive and negative side effects.

On the one hand, it seems that voice-based applica-
tions be integrated in a modular way, as they can work
with recommendation libraries without designing an ap-
propriate user interface. On the other hands, it seems
that innovation in technology may only benefit those
that can work it. Even for people who are considered to
be “regular users”, there is a lot of trial and error when
it comes to learning how to interact with voice-based
agents [18] and recommender systems. But there are
people who have additional difficulties due to various
differences in abilities; technical solutions often are built
around the normative assumption that users are fully
able-bodied, i.e., with sight, hearing, and other abilities
intact [19].

In recommender domains that use more traditional
interfaces, marginalized people are often ‘served’ by a
simple fix. For example, a tourism recommender system
for people with physical disabilities would apply post-
filtering to an appropriate set of recommendations [20].
The problem for conversational recommenders, however,
not only applies to the appropriateness of the suggested
context, but also to the usability of the technology in
the first place. For example, people who stammer, being
a small subset of the population, face difficulties at the
start of their interaction: a voice-based system often can-
not understand what they say due to the lack of training
data and design choices [21]. Their speech does not fit
the normative template of how people should “normally”



talk. Furthermore, many smart home assistants are only
compatible with a few languages (e.g., they are ‘biased’
towards English [14]), and speech recognition may be dis-
torted because of fluctuations in human emotions [4, 22].
We realize that these issues on inclusion in the use of
voice-based assistants is nuanced [16]. This means that
notions on who can easily use voice-based agents de-
pends on multiple factors, such as accents, speech pat-
terns, and the access to commercial agents like Alexa,
which introduces many ways that efforts to include can
also be exclusive, e.g., by prioritizing one accent over
others.

4. Suggestions for Conversational
Recommender Systems

We have highlighted different challenges for both text-
based and voice-based interactions. What stands out is
that some challenges are easier to resolve with user train-
ing or adaptation (e.g., lacking sufficient technical knowl-
edge to use a text-based interface), than other challenges
(e.g., non-native users lack vocal skils, such as because of
stammering) [21]. What these challenges have in com-
mon is how people’s assumptions about conversational
agents, be they chatbots or Alexas, shape their interac-
tions. People may have expectations that conversational
agents cannot meet, as the systems cannot yet to com-
plex tasks such as email management by voice [23]. Even
text-based chatbots often do not meet people’s needs, as
users expect a higher level of understanding from bots
that they were not designed for [10]. Hence, for most of
us, going beyond simple interactions and towards more
complex exchanges is a problem that we all share due to
the state of the technology.

Some studies describe that conversational recom-
mender systems are distinct from the more traditional
chatbots and dialogue-based systems [6]. However, we
argue that the retrieval of conversational elements in
conjunction with ‘task-related items’ are two sides of the
same coin. A task-based conversation can be dialogue-
based, by supporting a task at hand. Instead of focusing
on a false dichotomy between task-based or dialogue-
based systems, a better way forward is being attentive to
how different users’ capacities get highlighted or ignored
by systems. The problem to focus on is inclusion vs. ex-
clusion of user groups based on systems’ assumptions of
different abilities that people may or may not have.

How should we move forward with conversational
recommender systems? Recommender systems are tradi-
tionally applied in domains where one-shot recommen-
dations are effective [24], such as movies, e-commerce,
and books. The use of conversations, however, makes
for more complex interactions which introduces greater
technical challenges. We above differentiated between

text-based chatbots with voice-based agents. In terms
of users being “better understood”, the decades old text-
based interactions may be better suited. Perhaps counter-
intuitively, due to the limits of query and text-based con-
versational recommendation, the odds are smaller that
it ‘gets it wrong’. Or, more technically, that it generates
a negative adversarial response [25], or has a conversa-
tional breakdown [12]. Although the usability is arguably
lower in the sense that one needs to “touch” an inter-
face, this poses a huge advantage to those who have to
concentrate to interact with such a voice-based applica-
tion. However, the consumer trend is shaping up to favor
voice-based applications; IBM, Google, and Amazon have
product lines that promote voice-first interactions.

We offer two suggestionsmoving forward. To optimize
accessibility for all users, a move towards ‘voice-enabled’
rather than ‘voice-first’ or voice-based recommender sys-
tems would be desirable, akin to technology in which
‘voice’ is a feature rather a key characteristic (e.g., Siri on
an Apple iPhone). Although this requires the deployment
of two different retrieval and recommendation pipelines,
it maximizes accessibility by combining ‘the best of two
worlds’. To note, we did not consider multimodality, e.g.,
combination of voice, gaze, body movements, and more,
which will become more important in the coming years
[26].

We also suggest that diversity of data for retrieval and
recommendation is essential to design inclusive conver-
sational recommender systems, or systems that cater to
specific users. Efforts are ongoing when it comes to mak-
ing voice-based interactions more accessible; Google’s
Project Euphonia1 aims to collect more data on atypical
speech, e.g., from people with cerebral palsy. Similarly,
more time should be spend on collecting difficult data
when it comes to voice in research, in terms of responding
to “unconventional voices”.

5. Conclusion
This paper has reflected on current practices in conver-
sational recommender systems. In particular, we have
pitted text-based systems against voice-based systems,
observing that while voice-based recommender systems
are becoming more common because of their integration
with digital assistant [3], it may put specific users at a
disadvantage. We have identified a number of challenges
to make CRSs more inclusive, particularly for the emerg-
ing domain of voice-based user interfaces. We emphasize
lastly that inclusion for some may mean exclusion for
others. In order to recommend to all users, we need to
understand all users. Specifically, understanding users
not only in terms of preferences, but also in terms of the

1https://sites.research.google/euphonia/about/



fundamental conversational elements, such as speech,
should be a priority.
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