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Abstract
We propose Nester , a method for injecting neural networks into constrained structured predictors. Nester
first uses a neural network to compute an initial prediction that may or may not satisfy the constraints,
and then applies a constraint-based structured predictor to refine the raw predictions according to hard
and soft constraints. Nester combines the advantages of its two components: the network can learn
complex representations from low-level data while the constraint program on top reasons about the
high-level properties and requirements of the prediction task. An empirical evaluation on handwritten
equation recognition shows that Nester achieves better performance than both the either component in
isolation, especially when training examples are scarce, while scaling to more complex problems than
other neuro-programming approaches. Nester proves especially useful to reduce errors at the semantic
level of the problem, which is particularly challenging for neural network architectures.
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1. Introduction

We study neuro-symbolic integration in the context of structured output prediction under
constraints. In structured prediction, one predicts objects – like parse trees, floor plans,
and molecules – encoded by multiple interdependent variables [1]. We tackle the more
complex problem of predicting structures subject to complex logical-numerical constraints
from complex sub-symbolic inputs like images or sensor data.

This problem is beyond the reach of existing methods. Classical frameworks for
structured prediction [2, 3] lack support for representation learning whereas most deep
structured prediction approaches have no support for constraints [4, 5]. Existing neuro-
symbolic approaches are restricted to logical constraints and either rely on fuzzy logic [6, 7]
or enforce satisfaction of constraints only in expectation [8], failing to deal with hard
constraints. Closest to our work, DeepProbLog [9] supports sub-symbolic data as well
as logic and (discrete) numeric constraints, but relies on an inference procedure that
becomes prohibitively expensive when dealing with structured prediction problems with
a high degree of non-determinism, as highlighted by our experiments.
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Figure 1: How Nester predicts an equation 𝑦 from a sequence of images 𝑥. Each image is first classified
by a CNN (the same network for each image) and the predicted labels are grouped into a sequence ̂𝑦
that happens to violate both syntactic and semantic constraints. The structured predictor then takes 𝑥
and ̂𝑦 and outputs a refined label 𝑦 that is guaranteed to satisfy all constraints. (Best viewed in color.)

We propose Nester (NEuro-Symbolic consTrainEd structuRed predictor), an approach
that addresses constrained structured prediction with sub-symbolic inputs and complex
constraints. Nester integrates a neural network and a constrained structured predictor.
The former uses the input data alone to produce an initial guess, i.e., a structure that may
violate some constraints. The structured predictor takes this initial guess and leverages a
constraint satisfaction solver to impose hard and soft constraints on it. Inspired by work
on declarative structured prediction [10], Nester leverages MiniZinc [11] to define the
constraint program and can therefore deal with both hard and soft constraints as well as
categorical and numerical variables. The entire architecture can be trained end-to-end.

We evaluated Nester on handwritten equation recognition [10], a sequence prediction
task in which the prediction must obey both syntactic and semantic constraints, cf.
Figure 1. Our results show that the neural network and the constrained structured
predictor work in synergy, achieving better results than either model taken in isolation.
Importantly, the neural network alone struggles to achieve low error at the semantic level,
whereas Nester predicts structures that are both syntactically and semantically sound.

2. Structured Prediction under Constraints

The goal of structured prediction is to output a structured object 𝑦 ∈ 𝒴 that best
matches a given input 𝑥 ∈ 𝒳. Learning a mapping 𝑓 ∶ 𝒳 → 𝒴 directly is non-trivial. One
strategy is to acquire a scoring function 𝐹 ∶ 𝒳 × 𝒴 → ℝ that measures the compatibility
between inputs and outputs and then use it to identify a highly compatible output
𝑦 = 𝑓 (𝑥) ∶= argmax𝑦 ′∈𝒴 𝐹(𝑥, 𝑦 ′) [12]. A principled approach for estimating such scoring
functions are structured SVMs [3], which model 𝐹(𝑥, 𝑦) as a linear function of the form
⟨w, 𝜙(𝑥, 𝑦)⟩, where 𝜙 ∶ 𝒳 × 𝒴 → ℝ𝑑 is a feature map that transforms input-output pairs
into a joint, 𝑑-dimensional feature space, and w ∈ ℝ𝑑 are weights learned from data. Given



a training set of input-output pairs {(𝑥𝑖, 𝑦𝑖)}𝑛𝑖=1, where 𝑦𝑖 is a high-quality output for 𝑥𝑖,
structured SVMs learn w by solving the following quadratic problem:

min
w, 𝜉

𝜆
2
‖w‖2 + 1

𝑛

𝑛
∑
𝑖=1

𝜉𝑖 s.t. ∀ 𝑖, ∀𝑦 ∈ 𝒴 ⧵ {𝑦𝑖} . ⟨w, 𝜙(𝑥𝑖, 𝑦𝑖)⟩ − ⟨w, 𝜙(𝑥𝑖, 𝑦)⟩ ≥ Δ(𝑦𝑖, 𝑦) − 𝜉𝑖

For each example 𝑖 ∈ [𝑛], the constraints encourage the correct label ⟨w, 𝜙(𝑥𝑖, 𝑦𝑖)⟩ to score
above any alternative label 𝑦 by a task-dependent margin Δ(𝑦𝑖, 𝑦) that measures how much
𝑦 differs from 𝑦𝑖. The objective minimizes the slacks 𝜉𝑖, which grow when a constraint is
not satisfied, and an ℓ2 regularization term 𝜆

2 ‖w‖
2 that penalizes overly complex functions.

Following recent work on structured prediction under constraints [10], we solve the
inference problem argmax𝑦 ′ 𝐹(𝑥, 𝑦

′) using an off-the-shelf constraint programming solution.
Specifically, we leverage MiniZinc [11], a constraint programming language that interfaces
several state-of-the-art solvers and that allows to inject complex background knowledge –
in the form of logical and algebraic constraints – into the inference (and learning) steps.
For instance, in our equation recognition experiment, we encode equation validity by
transforming the sequence of predicted labels into integers and then imposing a constraint
that the left and right hand sides match, see Section 4.

3. Neural Constrained Structured Prediction

We propose Nester , a neuro-symbolic approach that upgrades the structured SVM pipeline
with representation learning while offering support for complex hard and soft constraints.
Nester combines two components: a neural network and a general-purpose constrained
structured predictor [13] that acts as a “refinement” layer on top of the network. The
network is not directly aware of the constraints: given an input 𝑥 ∈ 𝒳, its task is to
guess an initial, raw prediction ̂𝑦 ∈ 𝒴. Furthermore, the network is free to predict
distinct output variables (e.g., individual characters in an equation) independently. The
constrained structured predictor then takes the input 𝑥 ∈ 𝒳, the network’s prediction
̂𝑦 ∈ 𝒴, and a set of hard and soft constraints, and outputs a final prediction 𝑦 ∈ 𝒴, as

illustrated in Figure 1 for handwritten equation recognition. The hard constraints encode
validity requirements that the output has to satisfy (e.g., the output equation must be
algebraically valid). The soft constraints are weighted constraints that measure how
good the output structure is based on the input, network output and refined output, and
whose weights are learned during training. The constrained structured predictor is in
charge of grouping the neural predictions while enforcing the constraints, thus correcting
potential mistakes and inconsistencies.

The refinement step is performed by solving the following constraint program:

argmax𝑦∈𝒴 ⟨w, 𝜙(𝑥, 𝑦)⟩ + ⟨w𝜌, 𝜙𝜌(𝑥, ̂𝑦 , 𝑦)⟩ + 𝑤𝛿 𝛿(𝑦 , ̂𝑦) s.t. ̂𝑦 = 𝑔(𝑥;𝑊 ) (1)

where the set of candidates 𝒴 is defined by the hard constraints; 𝑔(𝑥;𝑊 ) is a neural
network; (w,w𝜌, 𝑤𝛿) and 𝑊 are the parameters of the constrained structured predictor
and of the network, respectively; and 𝜙(𝑥, 𝑦), 𝜙𝜌(𝑥, ̂𝑦 , 𝑦) and 𝛿(𝑦 , ̂𝑦) are features. More



specifically, 𝜙(𝑥, 𝑦) are the prediction features that, analogously to the ones used in
standard structured prediction models [2], help predicting the right output from the
input. 𝜙𝜌(𝑥, ̂𝑦 , 𝑦) are the refinement features and are designed to help the structured
predict to spot the mistakes made by the network, by relating input, output and network
predictions. Finally 𝛿(𝑦 , ̂𝑦) measures the difference between the raw and refined predictions
and (depending on 𝑤𝛿) it keeps the refined prediction close to the network’s guess.

In Nester , learning can very intuitively be broken up into three steps: i) Bootstrapping
the model by pre-training the neural network or by loading a pre-trained model, ii) Freezing
the network and training the constrained structured prediction model based on its
predictions, and iii) Fine tuning the two components end-to-end. This last step is worth
discussing in detail. Structured SVMs are typically learned with cutting planes [14]
or block-coordinate Frank-Wolfe [15]. In contrast, Nester uses stochastic sub-gradient
descent [16], which works by minimizing the structured hinge loss 𝐿(w; 𝑥𝑖, 𝑦𝑖, 𝑦∗𝑖 ) =

𝜆
2 ‖w‖

2 +
⟨w, 𝜙(𝑥𝑖, 𝑦∗𝑖 ) − 𝜙(𝑥𝑖, 𝑦𝑖)⟩, where 𝑦∗𝑖 = argmax𝑦∈𝒴 Δ(𝑦𝑖, 𝑦) − ⟨w, 𝜙(𝑥𝑖, 𝑦𝑖) − 𝜙(𝑥𝑖, 𝑦)⟩. Given 𝑦∗𝑖 ,
the algorithm simply computes a sub-gradient ∇w𝐿 and then performs a descent step.
In contrast to the alternatives, stochastic sub-gradient descent allows Nester to back-
propagate the gradient of the loss through the whole model. This is achieved by chaining
the gradients of 𝐿 with respect to ̂𝑦 and the gradient of the neural network output with
respect to its weights. For the last layer of the network with weights 𝑊𝐾: ∇𝐿 = 𝜕𝐿

𝜕 ̂𝑦
𝜕 ̂𝑦
𝜕𝑊𝐾

.
Gradients for the other layers can be obtained by standard backpropagation through the
network.

3.1. Neural Constrained Sequence Prediction

In the following we focus on sequence prediction, a very common structured output task.
Here, outputs 𝑦 = (𝑦1, … , 𝑦𝑚) are variable length sequences of elements from an alphabet
of 𝑞 possible symbols {𝑠𝑘}

𝑞
𝑘=1. For each element, a vector of 𝑙 input features is typically

available. We indicate with 𝑥𝑒,𝑖 the 𝑖-th feature of the 𝑒-th element of the input sequence.
As prediction features we employ standard features for correlating input and output
variables commonly used in e.g. conditional random fields [2] for sequence prediction:

𝜙𝑖,𝑘(𝑥, 𝑦) = ∑𝑚
𝑒=1 𝑥𝑒,𝑖 ⋅ J𝑦𝑒 = 𝑠𝑘K 𝜙𝑘1,𝑘2(𝑥, 𝑦) = ∑𝑚−1

𝑒=1 J𝑦𝑒 = 𝑠𝑘1 ∧ 𝑦𝑒+1 = 𝑠𝑘2K (2)

where J⋅K evaluates to 1 if the argument is true and 0 otherwise. 𝜙𝑖,𝑘(𝑥, 𝑦) encodes emission
features, correlating the appearance of a specific input feature (e.g., a pixel inside input
images) with each of the emitted symbols. Here 𝑖 ranges over input features and 𝑘 over
output symbols. 𝜙𝑘1,𝑘2(𝑥, 𝑦) encodes transition features, correlating the appearance of
consecutive symbols inside the output sequence. Here 𝑘1, 𝑘2 ranges over all the possible
combinations of couples of symbols.We define refinement features so as to correlate the
value of each input feature with the overriding of neural network predictions by the
refinement layer: 𝜙𝑖,𝑘(𝑥, ̂𝑦 , 𝑦) = ∑𝑚

𝑒=1 𝑥𝑒,𝑖 ⋅ J𝑦𝑒 = 𝑠𝑘 ∧ ̂𝑦𝑒 ≠ 𝑠𝑘K, where 𝑖 ranges over input
features and 𝑘 over output symbols. By learning appropriate weights for them, the
structured predictor can learn to fix the most common mistakes made by the neural
network. Finally, we define 𝛿(𝑦 , ̂𝑦) as the Hamming distance between 𝑦 and ̂𝑦, that is,
𝛿(𝑦 , ̂𝑦) = ∑𝑚

𝑒=1J𝑦𝑒 ≠ ̂𝑦𝑒K.



4. Experiments

We tested our technique on the handwritten equation recognition task described in [10].
All our experiments are implemented using Tensorflow and Pyconstruct [10]. MiniZinc [11]
was used as constraint programming engine and Gurobi (https://www.gurobi.com/) as the
underlying constraint solver.

Setting Training examples represent equations are all of the form 𝑎 + 𝑏 = 𝑐, where 𝑎, 𝑏, 𝑐
are arbitrary positive integers (of a predefined maximum number of digits). Inputs are
variable length sequences of 9 × 9 black and white images and the corresponding outputs
are sequences of symbols that include the digits from 0 to 9, + and =. The dataset
contains 10,000 valid equations from the ICFHR’14 CROHME competition data and is
used with a 80 ∶ 20 train-test split. Results are reported as learning curves by dividing
the training set into 20 chunks of increasing size.

Neural model As highlighted in Figure 1, we use a CNN to predict the symbol of each
image in the sequence independently. The CNN is composed of two convolutional layers
with 3 × 3 filters and ReLU activation, each followed by a 2 × 2 max-pool layers, then
a 128 dense layer with dropout regularization (0.5 probability), and finally a softmax
layer with 12 outputs, one for each symbol. The CNN is trained using Adamwith a
cross entropy loss. The left plot in Figure 2 reports the relative misclassification error
of the CNN over the test set, i.e. the percentage of sequences for which the network
made at least one mistake. We subdivide the errors into syntactic errors, for which the
prediction is not properly formatted according to the template 𝑎 + 𝑏 = 𝑐, and semantic
errors, i.e. well-formatted predictions for which 𝑎 plus 𝑏 does not equal 𝑐 (errors which
are syntactically and semantically correct were a negligible minority) The shaded areas
in the figure show how the different types of errors contribute to the total. While the
total number of errors decreases with increasing training set size, the proportion between
syntactic and semantic errors settles around 33% to 67%, indicating that semantic errors
are generally harder to correct. To make sure that these errors are not simply due to the
fact that the CNN predicts each output symbol independently, we also experimented with
a recurrent architecture stacking an LSTM network over the CNN outputs. Results are
reported in the middle plot of Figure 2. The network makes more errors overall, possibly
due to the increased number of trainable parameters. Relatively speaking, though, the
CNN + LSTM network learns very quickly how to fix syntactic errors, faster than the
CNN. Yet, semantic errors prove much more challenging, and end up being the large
majority of the errors of the network. These results show that even highly expressive
neural architectures can fail to go beyond a syntactic level of understanding, especially
when limited data is available.

Neural constrained model As shown in Figure 1, Nester applied to handwritten equa-
tion recognition stacks a constrained structured layer on top of the independent CNN
predictions. As constrained structured layer (“CST” from now on) we used an enhanced
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Figure 2: Misclassification error for the CNN (left) and the CNN + LSTM (middle). Right: structural
loss (Hamming distance) for the CNN + CST model and the competitors. Best viewed in color.

version of the constrained model from [10]. Our model extends the original one by taking
the prediction of the neural network ̂𝑦 as input and combining the prediction features
with the refinement features and the Hamming distance as described in Section 3.1 (see
also Figure 1). The constrained structured model is defined in the MiniZinc language.
Syntactic constraints over the output sequence enforce a single + and a single = and the
fact that + should come before =. Semantic constraints are enforced by first combining
sequences of consecutive digits into corresponding numbers according to positional rules,
and then enforcing 𝑎 + 𝑏 = 𝑐 over the resulting numbers. Prediction and refinement
features as well as Hamming distance between neural network output and final output are
also encoded in MiniZinc. See [17] for further details. We perform a warm start training
of the CNN as in the previous paragraph, and train the CST model using the structured
SVMs method with stochastic subgradient descent [16] for one epoch over the training
set. The structured loss used in this task is the Hamming distance between the predicted
sequence of symbols and the true sequence. Figure 2 (right) shows the test loss of our
method (CNN + CST) together to those of the single components, i.e., the CNN and the
CST in the original variant [10], and the CNN + LSTM cascade. The general trend is
rather clear, the CNN has always an edge over the CST, yet their combination always
performs better than both. As expected, the gap between the CNN and the combined
model is maximal for the smallest dataset, but it remains clearly evident when the curves
start to level off (82.9% relative error reduction at the last iteration). The loss of the
CNN + LSTM model is overall slightly higher than the one of the CNN model, consistent
with what happens for the misclassification error (see the middle plot of Figure 2). An
ablation study shows that the distance feature alone already improves over the plain
CNN model (29.6% relative error reduction at the last iteration), and that all features
contribute to the overall performance. See [17] for details.

Inference and training time of the CNN + CST model is mostly bounded by the
inference time of CST, which in our experiment is below one second using Gurobi. The
inference time of the CNN is negligible. While the CNN is much more scalable, the
combined model still has low latency, allowing its application to many domains for which
sample complexity is more a important aspect than scalability. Nevertheless, we are
looking at integrating approximation techniques into Nester as future work [18].



Comparison with DeepProbLog DeepProbLog is an expressive neuro-symbolic frame-
work that combines probabilistic-logic programming with neural predicates and has
been used to learn, e.g., to add digits represented as MNIST images [9]. The equation
recognition task we address here, however, is more complex as the numbers have a variable
number of digits and the position of the operators is not known a priori. Modelling this
problem with DeepProbLog requires the use of non-deterministic predicates, which are
extremely expensive. Indeed, even after optimizing the encoding1, equation recognition
turned out to be too memory hungry to be even executed by DeepProbLog.

5. Related work

Traditional approaches to structure prediction acquire a scoring function over candidate
input-output pairs [2, 3] and admit prior knowledge in the form of ad-hoc constraints
on the output [19, 20]. These ideas have been extended to a fully declarative setup in
which the constraints are specified using a language like MiniZinc [10, 13, 21]. These
approaches rely on manually designed features, which is often sub-optimal compared to
representation learning. Nester is a neuro-symbolic upgrade of these techniques.

Deep structured output prediction has been tackled with energy-based and search-
based models. Energy-based models like deep value networks [22], structured prediction
energy networks (SPENs) [4] and input convex neural networks [5] implement the scoring
function using a neural network and use gradient ascent to perform inference, but offer no
support for discrete outputs and prior knowledge defined by constraints. Lee et al. [23]
address this issue by casting the constrained inference of SPENs into an instance-specific
learning problem with a constraint-based loss function. Unlike Nester , this method is not
guaranteed to satisfy all hard constraints. Search-based techniques, on the other hand,
sequentially build an output structure by repeatedly applying an auto-regressive models
to predict the next piece given the already predicted pieces. These approaches however
lack support for long-range constraints without an expensive back-tracking procedure.

Most attempts to combine deep networks and reasoning focus on forcing the network
to learn weights that ultimately produce predictions satisfying the constraints. A popular
line of research integrates constraints into the objective function using fuzzy logic [6, 7].
These approaches cannot guarantee that the predicted outputs satisfy the hard constraints.
The same is true for the semantic loss, which encourages the output of a neural network
to satisfy given constraints with high probability [8]. Furthermore, these approaches
are usually restricted to Boolean variables and logical constraints. Perhaps the most
expressive approach in this class is DeepProbLog, which integrates probabilistic-logic
programming and neural predicates in a principled manner. In contrast to Nester ,
DeepProbLog can answer probabilistic queries other than MAP inference, but it does not
always scale to complex structured-output predictions tasks, as discussed in Section 4.

1The main developer of DeepProbLog helped us in trying to optimize the encoding.



6. Conclusion

We presented Nester , an approach to structured output prediction that combines neural
networks for input processing and representation learning with constraint programming
for high-level reasoning. Our preliminary experiments on a challenging constrained
structured prediction task, namely handwritten equation recognition, show that CNN
and LSTMs learn quickly to correct syntactic errors but fail to grasp and avoid semantic
errors. In contrast, Nester improves recognition performance over both the neural network
and the constrained structured model on their own, especially with smaller training sets,
while generating predictions that are consistent by design.

A key assumption underlying our method is that the constraints themselves are correct.
We plan on investigating settings in which this is not the case, for instance because of
modeling mistakes on the designer’s end or because the background knowledge has been
acquired semi-automatically [24]. One option is to encode the background knowledge in
terms of soft constraints. This is however non-trivial and left to future work.
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