
A Hybrid Information Extraction Approach using
Transfer Learning on Richly-Structured Documents
Arnab Ghosh Chowdhury1, Nils Schut2 and Martin Atzmueller1

1Osnabrück University, Semantic Information Systems (SIS) Group, Osnabrück, Germany
2Polymer Science Park, Zwolle, The Netherlands

Abstract
Richly-structured documents such as PDFs provide a rich source of information, where - however -
its extraction is often challenging due to the complex structures. Computer vision, optical character
recognition (OCR) and deep learning offer significant opportunities in the field of information extraction
from PDF articles. However, it is extremely challenging to create a unified framework to extract
information from different types of PDF documents due to their diverse visual appearance. In this
paper, we propose a hybrid information extraction approach for documents with complex structures. In
particular, it features a pipeline which uses OCR for plain textual information extraction and transfer
learning for table detection from documents with such rich and complex structure. Our application
context is given by technical (product) datasheets, in particular plastic product technical data sheets for
service provisioning. We discuss first experimental results and outline several challenges in this context.

Keywords
Information Extraction, Transfer Learning, Optical Character Recognition (OCR), Table Detection

1. Introduction

In the age of digitalization, information is often provided in digital form, however, often without
semantic structuring or annotation. In this context, information is often provided in the form of
richly-structured documents, for which the structure itself imposes constraints on the semantic
interpretation of its contents, such as provided by complex tables in technical documents.
However, these are often only reflected in the layout of the documents without being accessible
to methods for automatic interpretation or (semantic) information extraction being applied on
such documents.

In this paper, we propose a hybrid information extraction approach using transfer learning on
richly-structured documents. This approach features a pipeline which uses OCR for plain textual
information extraction and transfer learning for table detection, aiming to exploit the rich but
complex structure of richly-structured documents for extracting the relevant information. With
this approach, we can tackle the issues discussed above, in order to extract rich information from
complex (technical) documents, where we combine both methods for extracting complementary
information elements which are then integrated subsequently.
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Our application context is given by the project Di-Plast1 which aims to improve processes
for a more stable recycled plastics material (rPM) supply and quality using artificial intelligence
methods and data science approaches. The utilization of rPM is at the moment below its
potential due to primarily low uptake of rPM because of lack of information about quality and
quantity of the material. To alleviate such challenges, the software-based tools developed in
Di-Plast are divided in four separate disciplines. One of the disciplines is Matching Product
Requirements which mainly addresses how to improve the uptake of available rPM quantity
by introducing the Matrix Tool [1, 2] – a knowledge-based system for this purpose. For this,
information about plastics materials needs to be provided, where one option is to extract this
from plastic product technical data sheets automatically.

Plastic product technical data sheets offer high quality material information commonly in
PDF format. In general, data extraction is quite complex due to diverse layout and visual
appearance of PDF documents. Different plastic product manufacturers follow different types of
document templates to provide the relevant information. An information extraction pipeline is
essential to integrate such material information into a comprehensive database that can then be
leveraged by the stakeholders in the plastic recycling industry. This paper focuses on a hybrid
information extraction pipeline approach on richly-structured PDF articles that utilizes the
transfer learning technique for table detection in the research area of document layout analysis.
Our contributions are summarized as follows:

1. We propose a hybrid approach for information extraction, utilizing OCR for plain textual
information extraction and a transfer learning based table detection technique to support
effective tabular data extraction.

2. We present and discuss our experimentation, evaluating our proposed approach using
transfer learning on our applied dataset, and review current challenges with respect to
our proposed approach and its context.

The rest of the paper is organized as follows: Section 2 discusses related work in the area of
document layout analysis and transfer learning approaches. Section 3 presents our proposed
hybrid information extraction approach combining plain textual information extraction with
transfer learning based table detection. Next, Section 4 presents the results of our experimenta-
tion: We provide first results of our proposed approach, and also discuss some of the current
limitations regarding the use of transfer learning for table detection on our applied dataset.
Finally, Section 5 concludes the paper with a summary and outline directions for future work.

2. Related Work

Document layout analysis is an important approach in document image analysis and recognition
to identify and perceive the logical and physical structure of PDF documents [3]. Rich textual
information is inferred from such documents along with its semantic contents by such analysis
approaches. On the other hand, OCR2 is a best practice to extract relevant information from
document images. Below, we discuss related work in the general scope of document layout
analysis, information extraction and transfer learning on document layout analysis.

1https://www.nweurope.eu/projects/project-search/di-plast-digital-circular-economy-for-the-plastics-industry/
2https://cordis.europa.eu/project/id/IST-1999-20021
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2.1. Computer Vision based Document Layout Analysis

We consider computer vision based document layout analysis as a preliminary step towards
retrieving tabular information from PDF articles such as product properties, values and testing
methods from the tables of product technical data sheets in our example domain of the plastic
recycling industry. Furthermore, a data driven approach is applied to use OCR for extracting
other textual information such as product description, processing techniques, storage information.
The fundamental objective of computer vision based object detection technique is to locate
and to classify existing objects in an image and labeling the objects with rectangular bounding
boxes to exhibit the confidences of its existence.

The generic object detection techniques can be categorized into two types. The first type
follows a pipeline where region proposals are generated at first and then each proposal is
classified into different object categories. The second type considers object detection as a
regression or a classification problem by incorporating a unified framework to identify categories
and locations directly. The region proposal based techniques comprise R-CNN (Region Based
Convolutional Neural Networks), Fast R-CNN, Faster R-CNN, Mask R-CNN, FPN (Feature
Pyramid Network) and other models. On the other hand, the regression or classification based
techniques include MultiBox, AttentionNet, YOLO (You Only Look Once), YOLOv2, SSD (Single
Shot MultiBox Detector) and other models. The correlations between this two pipelines are
associated by the anchors introduced in Faster R-CNN [4].

In general, object detection techniques play a significant role in document layout analysis.
A method is adapted to visually segment important regions of scientific articles by Faster R-
CNN model for document layout detection [5]. A research on PubLayNet dataset containing
over 1 million PDF articles is carried out considering Faster R-CNN and Mask R-CNN models
to identify different document layout objects such as Title, Text, List, Figure and Table on
biomedical articles [6]. An image based table detection and structure recognition research
based on Faster R-CNN model with different settings is conducted on TableBank dataset [7].
To empower the research on document layout analysis, an empirical research on DocBank
dataset is performed on four baseline models such as BERT, RoBERTa, LayoutLM and Faster
R-CNN with fine-grained token level annotations for document layout analysis [8]. Another
computer vision based research is carried out for automatic document layout analysis and
content extraction to obtain rich information from historical Japanese documents with complex
layouts by considering Faster R-CNN, Mask R-CNN and RetinaNet models [9].

Several other extensive researches are conducted by state-of-the-art computer vision based
algorithms on historical American digitized newspapers [10] and scanned pages from contem-
porary magazines and technical articles [11]. To infer the complete hierarchical structure of
digitized documents, a system named Docparser is developed to parse the complete document
structure which includes text elements, nested figures, tables, and table cell structures [12].
Furthermore a data-driven system is proposed mostly to detect and extract figures and tables in
PDF documents [13]. On the other hand, a multimodal, fully convolutional network is presented
to extract semantic structures from document images by considering an Encoder-Decoder
architecture [14]. Another unified framework named VSR is proposed for multimodal layout
analysis which integrates vision, semantics and relations, but suffers to generalize as it needs
the positions and contents of texts in the document [15].



2.2. Transfer Learning based Document Layout Analysis

Data annotation on document images is labor intensive and time consuming task in our dataset.
A research is carried out for document layout detection and OCR where a pre-trained model
on a dataset can be fine tuned on other dataset [16]. When the annotated training dataset
is relatively small, Few-shot object detection is an alternative approach in document layout
analysis to use a pre-trained model on a large source dataset and to fine tune the model on a
relatively very small target dataset [17].

3. Method and Experiment

Technical data sheets are generally represented as PDF articles and include product names, doc-
ument titles and subtitles, different other information about the products, property information
in tabular format and the logo of the manufacturers, etc. For extracting textual information
from such PDF articles with complex structures, several open-source tools are available e. g.,
PyPDF2, PDFMiner. But it is quite difficult to parse PDF articles by such tools maintaining the
order of word sequences properly as well as the proper document page orientation and also to
obtain tabular data with the appropriate semantic table structure. We follow a hybrid method
combining state-of-the-art computer vision based deep neural networks to analyze the layout of
document images for table location detection by transfer learning and OCR based plain textual
information extraction to extract other textual information from such technical data sheets.

To extract data in our proposed hybrid method, we use Pytesseract3, a wrapper for Google’s
Tesseract-OCR engine which can recognize more than 100 languages. In general, it is a cost-
intensive effort to properly annotate a large number of different segments on our document
images following the PubLayNet research work [6] into various categories; this considers, for
example, the logo of the manufacturer, title, text and tables in our dataset, etc. Therefore, we
consider a hybrid method to reduce the manual annotation effort, and to perform manual data
annotation only for table detection thus performing transfer learning, while only requiring a
relatively small dataset in this way.

With the rapid development of deep learning in computer vision data-driven image-based
approaches for document layout analysis [8] are widely adopted. TableBank exhibits an image-
based table detection and recognition research work with weak supervision from Microsoft
Word and Latex documents and builds multiple strong baselines using state-of-the-art deep
neural network models. We train our model using transfer learning for table detection from a
base model which is pre-trained on the TableBank dataset [6]. Furthermore, we use Detectron24,
a PyTorch-based Facebook AI Research’s library that provides the state-of-the-art detection and
segmentation algorithms. We consider technical data sheets on low density polyethylene (LDPE)
resins from a multinational chemical manufacturer as our Di-Plast dataset for this research
work. In the following, we provide some anonymized/synthesized examples of the respective
technical data sheets, where we recreate the important structures for exemplification, providing
illustrative example documents in this way. Image-1 of Figure 1, for example, refers to such a
sample page of an exemplary plastic product technical data sheet.

3https://github.com/madmaze/pytesseract/
4https://github.com/facebookresearch/detectron2
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3.1. Plain Textual Information Extraction

Initially we split all pages of PDF articles and convert them to images using the pdf2image5

tool. During pre-processing in a plain textual information extraction process, we first apply
several image processing operations such as converting a color image into a gray scale image,
removing the logo of manufacturers and binarization on the images using an adaptive threshold
via OpenCV 6. We use OCR techniques to extract textual data from the images via Pytesseract
and store them in a text file after applying some post-processing. Sometimes the logo of some
manufacturers contain text which is nonessential during textual data extraction using OCR. In
order to remove such logos from the images, we use template matching to identify the location
of such a template image (e. g., the manufacturer logo) in the larger images. When textual
data is extracted using OCR techniques, we use a post-processing method to remove some
nonessential data or stop words for subsequent analysis such as page number, recipient tracking
number, request number. Later, we extract textual information between two subtitles of the
technical data sheets such as Product Description and Regulatory Status from the relevant text
file by regular expression operations. The subtitle Product Description of a technical data sheet
is associated with the respective extracted textual data as a key-value format of a dictionary.

3.2. Table Detection

Tabular data extraction comprises various tasks such as table detection, table structure recogni-
tion and applying OCR. Our applied Di-Plast dataset contains, for example, unbordered tables
and semi-bordered tables, but no fully bordered tables. An image processing based method
can then be considered for semi-bordered table detection using OpenCV, where the contours of
horizontal or vertical lines of a semi-bordered table can be detected and the coordinates, width
and height of the contours are inserted into a Pandas7 dataframe. Then, the four corners of
the table can be detected by subsequently analyzing the dataframe. Image-2 of Figure 1, for
example, illustrates such a semi-bordered table detection approach using the OpenCV tool.

However, there are considerable challenges if we have to consider all possible types of table
templates from various types of technical datasheets. It is extremely hard to detect tables in
this approach if new table templates become available. Then, one possible option involves deep
learning methods for table detection. Although a deep learning model can overfit when applying
very small datasets, we consider Transfer Learning to detect tables on our dataset [18]. For this
process, we manually annotated 294 tables among 167 document images (from the Di-Plast
dataset, see below). We draw bounding boxes of these tables using the LabelImg8 tool, and
subsequently save themanually annotated corpora in PASCALVOCXML annotation format [19].
Afterwards, we convert the annotated corpora to COCO JSON annotation format [20], as it
is quite convenient to use such a custom COCO dataset with the Detectron2 library, e. g., for
evaluation purposes. We consider a pre-trained Faster R-CNN model which is considered as
the baseline in TableBank [7] and fine tune the deep neural networks on our Di-Plast dataset.
The Faster R-CNN model is a state-of-the-art in computer vision based object detection [21].

5https://pypi.org/project/pdf2image/
6https://opencv.org/
7https://pandas.pydata.org/
8https://github.com/tzutalin/labelImg
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Figure 1: Sample document image and Table detection using the OpenCV tool

The other state-of-the-art R-CNN and Fast R-CNN models use selective search to discover the
region proposals, although selective search is a slow, time consuming process which influences
the performance of the network [7, 22, 23].

Faster R-CNN presents a Region Proposal Network (RPN) which shares full-image convo-
lutional features with the detection network. Therefore, it provides a cost-efficient way to
improve object detection accuracy [7, 21]. Faster R-CNN includes two steps. In the first step a
RPN proposes candidate object bounding boxes and in second step the features are extracted
using RoIPool (Region of Interest Pool) from each candidate box to perform classification and
bounding-box regression. RoIPool is a standard operation to extract a small feature map such
as 7×7 pixels from each RoI (region of interest) [24].

In table detection, we primarily split our Di-Plast table detection dataset by a nearly 4:1 ratio
regarding the number of tables for training and validation. During transformation, we resize
the original images into 1333 x 800 pixels along with corresponding ground-truth bounding box
coordinates. Afterwards we consider a pre-trained faster_rcnn_R_101_FPN_3x model weight
and corresponding configuration file9 from TableBank for transfer learning. We freeze the stem
and one residual stage of the backbone ResNet network for fine-tuning on our dataset and
adapt few changes such as 2 sub-processes for data loading, 4 training images per iteration,
1 foreground class for table detection, 256 regions of interest (RoIs) per training/mini-batch
according to our research work. We consider 50,000 iterations to train our training dataset.

9https://github.com/Layout-Parser/layout-parser/blob/master/src/layoutparser/models/detectron2/catalog.py
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Table 1
Overview of Di-Plast dataset distribution

Dataset Total

PDF articles 116
PDF pages in such 116 PDF articles 284
Document images 284
Document images contain tables 167
Document images do not contain any table 117
Di-Plast dataset for table detection 167
Tables in such 167 document images 294

4. Results

We perform our research applying our hybrid information extraction pipeline on 116 PDF
articles, which contain 284 pages. Those 284 pages are converted into document images, for
which 167 of those contain tables and the other 117 document images do not contain any table.
As a result, we consider 294 tables among those 167 document images for table detection. In
the following, we refer to the 167 document images as our Di-Plast dataset for table detection.
Table 1 summarizes the characteristics as discussed above.

For our experimentation on transfer learning based table detection, we apply a machine
equipped with a Nvidia Quadro RTX6000 graphics card and 24 GB of GPU memory. The table
detection experiment is carried out on a conda environment with CUDA version 10.2, and
PyTorch Version 1.8.0.

4.1. Plain Textual Information Extraction

During the plain textual information extraction process, we extract textual data using OCR from
the document images. We perform a layout-structure-driven approach, where we only consider
the textual information between two document subtitles in our Di-Plast dataset which follows
one specific kind of document layout. We then extract tabular data by preserving inter-word
spaces from document images in this approach, while not focusing on complex table structure
of plastic product technical data sheets – which is the target of the table detection process. So
far, the textual information between two subtitles in our PDF articles maintains single column
text layout on each document image. If different column layout for example, two columns or
three columns text layout would appear in such PDF articles, then several page orientation
operations can be considered during respective pre-processing steps before applying OCR.

4.2. Table Detection Process

The table understanding problem in document layout analysis can be split generally into three
categories- table location detection, table structure recognition and table interpretation through
semantic interpretation and functional analysis [25]. The table detection problem can be
generally classified into a bounding box regression problem and a classification problem.



Table 2
Experimentation for table detection: train, validation, test sets regarding the Di-Plast dataset

Dataset Training Validation Test Total

Number of document images 130 30 7 167
Number of tables in document images 228 53 13 294

Table 2 presents the details/characteristics of the applied training, validation and test datasets
for table detection using transfer learning. The evaluation relies on predicting the tabular regions
against the ground-truth rectangular bounding boxes on an image of a pre-defined object class
Table along with a given confidence score. The confidence score whose value generally is
bounded by 0 and 1 shows how confident the detector is about a respective prediction. During
the bounding box regression problem, a perfect prediction is determined when the bounding
box coordinates of the ground-truth and the predicted rectangular boxes are equal. This is
evaluated by the Intersection over Union (IoU) metric, which is a measurement based on the
Jaccard Index. A perfect bounding box prediction is given when IoU=1. If IoU=0, then the
predicted and ground-truth bounding boxes do not intercept each other. The evaluation metric
Average Precision (AP) considers respective IoU thresholds for computation and averaging,
counting a positive when a value above the threshold is observed, otherwise a negative. Since
strict thresholds for IoU could induce biases in estimation, it is also possible to consider a set of
thresholds, averaging over all the (intermediate) results. At IoU=[0.50:0.05:0.95], for example, we
calculate the average among all the computed AP results where 10 equal spans of IoU thresholds
(t = [0.5, 0.55, ..., 0.95], t is IoU threshold) are considered on 100 detections (maxDets=100) per
image. Two other metrics AP50 and AP75 consider IoU thresholds 0.5 and 0.75 respectively. The
metrics APs, APm and APl evaluate small ground-truth objects (with an area less than 32 x 32
pixels), medium ground-truth objects (with an area between 32 x32 pixels and 96 x 96 pixels)
and large ground-truth objects (with an area greater than 96 x 96 pixels) respectively, cf. [26].

As the tables in our dataset are larger than 96 x 96 pixels, APl is only considered during
evaluation of our model. We evaluate our model on the preprocessed Di-Plast dataset for single
class object detection – i. e., for a Table – and set the minimum testing threshold score to 0.75 for
this model. These scores are considered to balance obtaining high recall while not having much
low precision detection that slows down inference post-processing steps such as Non-maximum
Suppression (NMS)10. Table 3 summarizes the evaluation results of our model on the Di-Plast
validation dataset for bounding box regression with the above mentioned minimum testing
threshold score. We also evaluated the pre-trained TableBank model on the Di-Plast validation
dataset in comparison to a direct use of the pre-trained model for bounding box regression with
the above mentioned minimum testing threshold score. Table 4 summarizes the evaluation
results where the pre-trained TableBank faster_rcnn_R_101_FPN_3x model weight and the
corresponding configuration file are considered. AP is also entitled as Mean Average Precision
(mAP) as it is calculated the average over all categories. Similarly AR and Mean Average Recall
(mAR) are entitled interchangeably 11. Furthermore, another set of evaluation metrics AR1,

10https://detectron2.readthedocs.io/en/latest/modules/config.html
11https://cocodataset.org/#detection-eval
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Table 3
Summarized results of our proposed model – Di-Plast dataset, bounding box regression

AP AP50 AP75 APl

89.988 100.000 100.000 89.988

Table 4
Summarized results of pre-trained TableBank model – Di-Plast dataset, bounding box regression

AP AP50 AP75 APl

32.939 56.436 41.018 32.939

Table 5
Results of our proposed model – Di-Plast dataset, bounding box regression

Metric IoU area maxDets Value

AP [0.50:0.05:0.95] all 100 0.900
AP 0.50 all 100 1.000
AP 0.75 all 100 1.000
AP [0.50:0.05:0.95] small 100 -1.000
AP [0.50:0.05:0.95] medium 100 -1.000
AP [0.50:0.05:0.95] large 100 0.900
AR [0.50:0.05:0.95] all 1 0.542
AR [0.50:0.05:0.95] all 10 0.909
AR [0.50:0.05:0.95] all 100 0.909
AR [0.50:0.05:0.95] small 100 -1.000
AR [0.50:0.05:0.95] medium 100 -1.000
AR [0.50:0.05:0.95] large 100 0.909

AR10, and AR100 evaluates the Average Recall (AR) specified by a fixed amount of detection per
image such as 1, 10 and 100 respectively and calculate the average over all classes and IoUs. To
measure the recall values, the IoUs are same as in AP[0.5:0.05:0.95] [26]. Table 5 summarizes first
evaluation results of our model on the Di-Plast dataset for bounding box regression. Average
Precision (AP) and Average Recall (AR) values are in the range from 0.0 to 1.0 – when the
boundary boxes of the objects are predicted. For reported Average Precision (AP) and Average
Recall (AR) values equal to -1.000, then in this case the metric cannot be computed for small
objects (an area less than 32 x 32 pixels) and medium objects (an area between 32 x 32 pixels
and 96 x 96 pixels)12. Therefore no predictions are performed for small and medium objects, as
the area of each table in our Di-Plast dataset is larger than 96 x 96 pixels.

Three typical table detection errors are observed such as partial-detection, un-detection
and mis-detection. Only some part of the tables is identified and some information is missing
in partial-detection. However some tables in the PDF articles are not identified properly in

12https://detectron2.readthedocs.io/en/latest/modules/evaluation.html?highlight=COCOEvaluator#detectron2.
evaluation.COCOEvaluator
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Figure 2: Exemplary instances illustrating table detection inference results of our proposed model.

un-detection. Other components such as text blocks, figures in the PDF articles are occasionally
identified as tables in mis-detection [7]. To exemplify our analysis and the respective predictions,
we show some exemplary instances as depicted in Figure 2. Here, we indicate exemplary
instances of table detection results, illustrating cases as observed on our Di-Plast test dataset.



Regarding current limitations, we observe that different types of tables in technical data
sheets have different visual appearances. Here, in general it is rather difficult to rely on transfer
learning techniques completely in order to obtain good table detection models with diverse
and small amount of training dataset [7], motivating advanced – e. g., hybrid approaches.
Furthermore, sometimes a table splits into two consecutive pages in our dataset. Then, specific
adaptations are necessary to handle this situation, which we aim to explore in future work.

5. Conclusions

In this paper, we proposed a hybrid information extraction pipeline approach on richly-
structured plastic product technical data sheets that includes plain textual information extraction
using OCR and deep learning based table detection adopting transfer learning technique. In
general, manual data annotation for table detection on such data sheets is time and cost effective
task. Moreover, building a deep learning model for table detection from scratch on very small
domain-specific dataset can induce an overfitting problem.

We explored the pre-trained model for table detection by utilizing a transfer learning method,
fine tuning the model on a rather small dataset to avoid the overfitting problem [18]. Further-
more, we evaluated our table detection model and reviewed generic as well as transfer learning
challenges for table detection. In our experimentation, we obtained first promising results.

For future work, we aim to explore further refined architectures as well as to extend our
approach usingmore annotated data aswell as integrating knowledge-based approaches. Overall,
convolutional neural networks (CNNs) are the primary design paradigm in image recognition
problems, as well as for the table detection problem. Here, the use of Transformer needs to be
explored in computer vision based document layout analysis domain to leverage the attention
mechanism. The Vision Transformer (ViT), for example, is introduced for image classification
tasks by alleviating the reliance on CNNs [27]. We aim to explore the use of state-of-the-art
Transformer for table detection and table structure recognition to extract tabular data from
our dataset. The use of rule-based text annotation and extraction [28], e. g., using the Apache
UIMA Ruta framework13 is another interesting direction to be reviewed for the plain textual
information extraction process, cf. [29, 30, 31]. Furthermore, different types of technical data
sheets often exhibit different visual appearances. We aim to include a more diverse set of
technical data sheets with diverse templates in our dataset. Here, hybrid approaches integrating
rule-based approaches including meta-learning are an interesting direction to consider [32, 33].
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