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Abstract
Content extraction from web pages is a challenging task due to the heterogeneous nature of the web. In
this work, a novel method for the extraction of news articles from arbitrary news article pages is presented
that aims to identify the main article content, and removes other elements such as advertisements,
navigation elements or comments, that are also commonly present on news article pages. To achieve this,
the method utilizes the structure of the DOM tree, which underlies each web page as a hierarchical graph
structure, and applies graph representation learning to compute suitable graph embeddings. These graph
embeddings are then used to classify web page elements as content or no content, and an additional
refinement step then extracts the main article text and removes remaining noise. In the final evaluation
on a hand annotated data set collected from 16 German news outlets, we showcase that our method
beats all baselines by a significant margin, while only being trained on a comparatively small data set.
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1. Introduction

The content that is published on the World Wide Web increases with every day, and many
downstream applications can benefit from utilizing this content in an efficient way. However,
web pages most often contain more than just the main content a user is interested in. Consider
a typical news article page: Usually, not only the article text itself is displayed, but the web
page additionally incorporates functional elements like menu bars, advertisements, or published
user comments. This circumstance demands for methods that are able to extract content
efficiently, and to filter elements that do not represent meaningful content or that are irrelevant
for respective downstream tasks. However, due to the high heterogeneity of web pages and
their complex structure, content extraction from web pages remains to be a challenging task.
The most prominent common point in the architecture of web pages is their structure as a
DOM tree. The DOM tree is a hierarchical tree structure in which each element of the web
page is represented as a node in the tree. In this work, the structure of a web page as a graph is
utilized to extract content from a web page. Graphs are among the most prevalent and versatile
data structures, and can be a useful representation for many use cases besides web pages, e.g.,
knowledge graphs or social networks. As a result, recent research has increasingly investigated
means to employ machine learning on graph structures. There exists a wide range of graph
analysis tasks [1, 2, 3, 4, 5], but among the most common tasks are link prediction, e.g., to predict
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connections of entities in a knowledge graph [6], and node classification to identify nodes
with similar structural roles [2]. Leveraging graph machine learning proves to be a promising
approach for many application fields: Gaudelet et al. [7] recently investigated in which way drug
discovery can benefit from graph machine learning, Wu et al. [8] utilized graph convolutional
networks to detect social spammers, and Fout et al. [9] used graph convolutional networks
to predict protein interfaces. A basis for these downstream tasks are often low dimensional
vector embeddings, from now on called graph embeddings, for each node in a potentially
large graph that combine knowledge about the node itself with knowledge about the node’s
neighbourhood, hence, utilizing the topology of the graph. In this work, we discuss the usage of
graph embeddings in the context of content extraction. In particular, we focus on the extraction
of news article texts from a range of German news outlets. Therefore, we present an approach
to utilize graph embeddings in the context of web pages by taking advantage of the structure
of a HTML page in the form of the DOM tree. We first build suitable vector representations
for each node of a web page using graph convolutional networks, and then outline how these
vectors can be employed for further downstream tasks such as content extraction.

Our contributions include:

• We present a graph convolutional network architecture that embeds web elements in a
low dimensional vector space.

• We introduce a new algorithm to extract content elements from a web page by utilizing
the aforementioned node embeddings.

The paper is structured as follows: First, related work is presented that both discusses web
content extraction as well as graph representation learning. Second, the extraction of features
from web pages is discussed. Third, the graph convolutional model this work evolves around is
presented, and an additional refinement is introduced that is suited for the extraction of article
text from web pages. Lastly, results are presented and a short conclusion is given.

2. Related Work

Web Content Extraction. Web content extraction is the task of identifying and extracting
the main content of a web page and distinguish it from the boilerplate, a term that collectively
describes page elements such as navigation bars or advertisements. Most content extraction and
boilerplate removal algorithms leverage features of the DOM tree in combination with heuristics
or machine learning methods in order to identify boilerplate elements. Kohlschütter et al. [10]
introduced Boilerpipe, a popular method to identify boilerplate using shallow text features,
which is still widely used, and was integrated into the web crawler Apache Nutch1. Another
heuristic-based approach for boilerplate removal was introduced by Pomikálek [11, p. 29] and
is known as jusText. Wu et al. [12] formulated the main content detection problem as a DOM
tree node selection task, and utilized DOM tree node properties as input for a machine learning
model. Additionally, they implemented a grouping mechanism to identify the main content and
distinguish it from noisy fragments. A more recent approach by Vogels et al. [13] leverages a
hidden Markov model and a neural network architecture to extract main content from a web

1http://nutch.apache.org/
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page. Sirsat and Chavan [14] employed a pattern matching technique to extract contents from
news web pages using mainly regular expressions. While the approaches described in this
context mostly aim at removing boilerplate, we formulate a stricter task in this work, and aim
to extract the main article text from German news articles, and hence, want to remove content,
e.g., user comments, that is generally not considered to be boilerplate as well.

Graph Representation Learning (GRL). Due to its success in various application domains,
graph representation learning has become a research field of high interest. One can separate
methods for GRL into various groups, most prominently supervised and unsupervised methods.
Unsupervised techniques aim primarily to capture the graph structure, and hence, can, for ex-
ample, identify nodes with similar structural roles. Probably the most prominent unsupervised
methods are Deepwalk [3] and node2vec [2], which adapt the word2vec model introduced by
Mikolov et al. [15] to be applicable for graph-structured data. This is achieved by performing
fixed-length randomwalks on the graph, and treating the sequence of visited nodes as a sentence
input for the word2vec model. Deepwalk and node2vec mainly differ only in the fact that while
Deepwalk utilizes unbiased random walks, node2vec introduces an additional hyperparameter
that influences the employed graph exploration strategy. Specifically, node2vec adapts the
strategy by either guiding the underlying random walks to focus on the local neighbourhood of
a starting node (similar to breadth first search), or to focus on nodes that have a greater distance
to the starting node (similar to depth first search).
Regarding (semi-)supervised methods for GRL, a wide range of models was developed during the
recent years. In 2016, Kipf and Welling [16] introduced a scalable variant of graph convolutional
networks (GCN), a neural network architecture that works on graph representations, that sig-
nificantly advanced the state-of-the-art at the time. Hamilton et al. [17] proposed GraphSAGE,
which instead of taking into account all neighbours of a node, only samples a fixed number
of neighbours to compute node embeddings, and hence, reduces computational complexity of
previous models. Velickovic et al. [18] added a self-attention mechanism to graph convolutional
networks, and coined the term graph attention networks (GAT). Besides these highly influential
works, there is a plethora of work investigating possibilities to compute suitable graph embed-
dings for a wide variety of tasks, and we refer the interested reader to the thorough surveys by
Chami et al. [19] and Zhou et al. [20].

3. Feature Selection from DOM Tree Nodes

In this section we elaborate on the initial feature selection step in which for each element of
a web page, a feature vector is initialized. Since each element can be represented by at least
one node in the DOM tree, see Figure 1, this structure can be directly utilized, and we assign a
feature vector to every node of the DOM tree. These vectors are the input for the subsequent
processing using a graph convolutional network to calculate lower dimensional embedding
vectors. We consider the following properties of each DOM tree node.
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Figure 1: Example of a DOM tree (left), and the corresponding feature vector representation associated
with the body element (right).

HTML Tag. Each node in the DOM tree has an associated HTML tag that can be encoded
in a vector representation. While one could simply use a one-hot encoding for each distinct
HTML tag, we precompute suitable HTML tag embeddings beforehand. To achieve this, we
compute the set of all pairs of nodes from our training data that are directly connected by an
edge in the DOM tree, and then extract the respective HTML tags from the nodes. This means,
given two nodes 𝑛1 and 𝑛2 directly connected by an edge, the tuple (𝑛1.ℎ𝑡𝑚𝑙_𝑡𝑎𝑔, 𝑛2.ℎ𝑡𝑚𝑙_𝑡𝑎𝑔)
is part of the computed set. Similar to Deepwalk [3] these tuples can now be interpreted as
sentences and are used as input for a word2vec model [15], hence, yielding a distinct vector
representation for each HTML tag. However, note that while Deepwalk creates random walks
using a fixed size, our approach does not randomly sample any sentences, but creates them
deterministically using the DOM structure, and only captures the direct neighbourhood of each
node. Due to the comparatively low number of existing HTML tags, the dimension of HTML
tag embedding vectors is restricted to 8 in the experiments outlined in Section 6.

Sentence Embeddings. Sentence embeddings for each text node are computed by em-
ploying a simple and fast sentence embeddings method introduced by Arora et al. [21] and
implemented by Borchers [22]. As initial training data for the underlying word2vec model, five
million sentences from German news (from 2013 to 2015 as well as from 2018 and 2019) and
one million sentences from Wikipedia (2016) were chosen from the publicly available Leipzig
Corpora Collection [23]. The size of vector embeddings is set to 200, and for nodes containing
no text, the null vector is set manually.

Text Length Indicator. The length of the text contained by a DOM tree node. Since only
text nodes are considered for textual content, this value is 0 in most cases. To reduce the large
difference in values, this indicator is scaled by 0.01, which led to slightly better results in the
following experiments.

Color. The color feature consists of the three values of the element’s RGB background color
value scaled to values between 0 and 1.



Relative Height and Width. The height and width of each element are, respectively, di-
vided by the total height and width of the given web page, and hence, the relative height and
width is added to each element’s feature vector. As a result, this value is a number between 0
and 1, representing the fraction of the element’s height/width with regard to the height/width
of the whole web page.

Visibility. This is a Boolean value that is set to 1 if the element’s display property is not
”none” and the height and width are larger than 0. Otherwise the value is set to 0.

The resulting feature vector for each DOM tree node is the concatenation of all above values,
resulting in a vector of dimension 215 as indicated in Figure 1.

4. Content Classification Network

In this section, we present a graph convolutional network (GCN) architecture to compute
suitable vector representations for downstream classification tasks on web pages. The goal is to
build denser low-dimensional vector representations that do not only incorporate information
about the node itself, but also about its neighbourhood. Therefore, the structure of the DOM
tree as a hierarchical tree structure is utilized. The DOM tree is a graph representation in
which each node, except for the root, has exactly one parent node, and an arbitrary number of
children. As a result, methods from graph representation learning as presented in Section 2 can
be applied to the DOM tree as well. In this work, an adapted version of the architecture by Kipf
and Welling [16] is utilized. Kipf and Welling propose a GCN with the following layer-wise
propagation rule:

𝐻 (𝑙+1) = 𝜎(�̃�− 1
2 �̃��̃�− 1

2𝐻 (𝑙)𝑊 (𝑙)) (1)

with 𝐻 (𝑙) being the matrix of activations at layer 𝑙, and 𝐻 (0) = 𝑋 being the initial matrix
of feature vectors. 𝐴 is the adjacency matrix of a given undirected graph, and �̃� = 𝐴 + 𝐼 is
the adjacency matrix with 𝐼 being the identity matrix adding self-connections, �̃�𝑖𝑖 = Σ𝑗�̃�𝑖𝑗 a
normalization matrix, 𝑊 (𝑙) the trainable weight matrix for layer 𝑙, and 𝜎 a nonlinear activation
function such as ReLU.

In this work, this architecture is modified as follows. Firstly, in the proposed model 𝐴 is the
adjacency matrix of a directed graph in which 𝐴𝑖𝑗 equals 1 if node 𝑗 is the child of node 𝑖 in the
DOM tree, assuming a numbering of nodes from 1 to 𝑛 with 𝑛 being the number of DOM tree
nodes on a given web page. This change is necessary, since the DOM tree is a directed acyclic
graph that implies hierarchical relations between elements, and hence, parent nodes should
generally be treated differently from child nodes. We then define 𝑍 (𝑙) at layer 𝑙 as:

𝑍 (𝑙) = CONCAT (𝐻 (𝑙), �̂�𝐻 (𝑙), �̂�𝑇𝐻 (𝑙)) (2)



with �̂� = �̃�− 1
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2 , and �̃�, 𝐻 (𝑙) and 𝐼 defined as above. It again holds that 𝐻 (0) = 𝑋, the
initial feature vectors. Note that in this case 𝐴 has no added self-loops. Intuitively, 𝐻 (𝑙) is just
the matrix of activations at each node at layer 𝑙, �̂�𝐻 (𝑙) is the aggregation of all child nodes for
each DOM tree node, and �̂�𝑇𝐻 (𝑙) is the activation vector of the parent node (note that in a
DOM tree each node has at most one parent node). For each node, these three vectors are then
concatenated. Finally, the layer-wise propagation rule is altered to:

𝐻 (𝑙+1) = 𝜎(𝑍 (𝑙)𝑊 (𝑙)), (3)

and in this work more specifically to

𝐻 (𝑙+1) = 𝑅𝑒𝐿𝑈 (𝑅𝑒𝐿𝑈 (𝑍 (𝑙)𝑊 (𝑙)
0 )𝑊 (𝑙)

1 ). (4)

Given the number of layers 𝑙 (often also called iterations) set to 𝑙 = 𝑚, this yields 𝐻 (𝑚), the
final embedding vectors. For the final classification task, an additional layer is introduced that
maps each embedding vector to a class label:

𝑌 = 𝜎(𝐻 (𝑚)𝑊𝑐). (5)

Since this work focuses on the identification of main content on a web page, this is a binary
classification task, and each entry at index 𝑖 of 𝑌 is a single value indicating whether node 𝑖 is
content or not. To achieve this, 𝜎 is a sigmoid function, and for final classification, a suitable
threshold value is chosen that distinguishes between positive and negative samples. During
training, the binary cross entropy loss function is minimized over all labeled training examples.

5. Refinements of Initial Results

Inspection of news article pages quickly leads to the insight that articles are usually blocks of text
that are in close proximity to each other, only sometimes separated by interjecting blocks, such
as images or advertisements. Additionally, one never finds pieces of article content scattered
throughout a single page. This insight can be utilized to refine the results yielded by the initial
classification as given by Equation (5). This refinement is implemented by an adaption of the
grouping algorithm introduced byWu et al. [12], which groups candidate elements into different
groups by utilizing spatial information about the elements. After this separation into multiple
groups, Wu et al. then implement an additional method to select the group that most likely
encompasses the main content. However, in this work, a simplified version is presented that
is better suited for the domain at hand, namely news article pages. The method is subdivided
into two steps, first grouping and then selection, in which in the first step the initial results are
merged into a set of groups where each node belongs to one group, and in the second step the
algorithm selects the group that is most probably the main article content of the page.



First, the candidate elements are sorted from top to bottom with regard to their appearance
on the vertical axis, such that for a sequence 𝑁 containing all candidates, it holds that node 𝑛𝑖
is above or on the same level as node 𝑛𝑗 on the web page if 𝑖 < 𝑗 and 𝑛𝑖, 𝑛𝑗 ∈ 𝑁. If both nodes
𝑛𝑖 and 𝑛𝑗 are on the same level of the vertical axis, they are sorted in arbitrary order. In the
following, we call the coordinate that specifies the element with respect to its height on the web
page the 𝑦-coordinate of the element. The sequence 𝑁 is then separated into multiple groups by
defining breakpoints between nodes. Given the 𝑦-coordinate 𝑦𝑖 and height ℎ𝑖 of a node 𝑛𝑖, and a
predefined threshold 𝑡, a breakpoint is inserted between two consecutive nodes 𝑛𝑖 and 𝑛𝑖+1 if
the following condition does not hold:

𝑦𝑖+1 − (𝑦𝑖 + ℎ𝑖) ≤ 𝑡. (6)

Intuitively, this means that the distance between the lower edge of the upper element 𝑛𝑖 and
upper edge of the lower element 𝑛𝑖+1 cannot be larger than the threshold 𝑡 if 𝑛𝑖 and 𝑛𝑖+1 belong
to the same group. This is in accordance with the intuition that in a news article, the main
article text is usually one or multiple text blocks near to each other, while elements such as user
comments are separated from the main article.
Finally, given the set of groups 𝐺, we select the group 𝑔 ∈ 𝐺 for which the text length is maximal.
This assumes that the longest block of text identified by the applied grouping is also the article
itself, while other text blocks are (much) shorter, which holds true in most cases. Potential
exceptions to this are cases in which the content classifier detected large parts of the comment
section as main content. However, experiments showed that this is only rarely the case, and
proofed to be only problematic for very short news articles.

6. Experimental Evaluation

In the following, the presented model is evaluated on a labeled data set. First, the data set is
introduced, second, implementational details are discussed, third, baselines are introduced, and
last, results are presented. Note that for reported models the best result over 5 runs is reported.

Evaluation Data Set. While there are existing data sets to evaluate boilerplate removal
and content extraction, such as CleanEval [24] (741 English and 713 Chinese documents) and
L3S-GN12 (621 English documents), they have considerable disadvantages. Firstly, they are
outdated: CleanEval was published in 2008 and L3S-GN1 in 2010, and since then the structure
of web pages has changed significantly. Secondly, they lack meta descriptors, like the color or
size of DOM elements, which are essential for the model proposed in this work. And thirdly,
both data sets do not provide resources for the German language which is targeted in this
work. To the best of our knowledge, no other data sets, that are suitable to evaluate the task at
hand, are freely available, and therefore, we annotated our own data set. For training 131 web
pages from 16 German news outlets were annotated during May 2021 by the first author of this
work. Tests were conducted on a second set also annotated during May 2021 by the first author,
consisting of 73 articles from the same 16 news outlets. For every training point, a complete

2http://www.l3s.de/%7Ekohlschuetter/boilerplate/, accessed July 16, 2021
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page containing a news article was manually annotated, labeling every block of text that clearly
was part of the main article text or a heading while elements like info boxes, advertisements or
images were ignored. If a block of text was wrapped by multiple HTML elements that were
equally suitable to be labeled as positive, only one was annotated. This takes into account that
annotations are often conducted by laymen that have no background knowledge about the
methods that are later on applied to the data, and hence, intuitively only annotate elements they
consider to be content once. Therefore, this data set also tests if a given method performs well
for noisy annotations where not each positive sample is labeled as such. For training and test
setting, every element that was not labeled positive was treated as a negative sample. While
this is not entirely accurate due to the annotation process, it can be assumed that the influence
of samples falsely labeled as negative is limited, especially since positive labels were weighted
higher during training. This was particularly necessary, because out of 193,635 elements on the
web pages, only 1737 had a positive label. A complete list of the chosen German news outlets,
and an example annotation can be found in Appendix A.1 and Appendix A.2.

Implementation Details. The initial training set was split further into a set of 111 web
pages used for training, and a development set consisting of the remaining 20 pages. The
GCN was initialized, such that the dimension of embeddings (except for the initial size of the
feature vectors) was of size 20 and the ADAM optimizer with Pytorch’s default parameters and
learning rate of 10−4 was used for backpropagation. The model was trained over a maximum
of 40 epochs, however, if the calculated loss increased in three consecutive epochs on the
development set, the training was stopped early. During training a dropout of 0.3 is applied
in each layer. To address the high inequality in the amount of positive and negative samples,
negative samples were weighted by 0.01. Furthermore, since content extraction in this context
was formulated as a binary classification problem, but Equation (5) yields a value between 0
and 1, a suitable threshold has to be defined. In this case, all values in 0.025 steps between 0 and
1 were evaluated on the F1 score of the development set, and the value maximizing this metric
was chosen as threshold for the model. The threshold 𝑡 for the refinement step as introduced in
Equation (6) is set to 1000 pixels. Finally, in this work one model was trained using two layers,
and one using three layers, i.e., 𝑚 as specified in Section 4 was either 2 or 3. Intuitively, this
means that for a node 𝑛 all nodes have an influence on the final embedding vector of 𝑛 that
have at most a distance of 2 or 3 to 𝑛, respectively. We denote the model as either GCN2 or GCN3.

Metrics. To assess the quality of results, first precision, recall and F1 score are evaluated.
We report both macro as well as micro averages to address the high inequality in the number of
positive and negative samples. Additionally, the minimum edit distance between the ground
truth text given by the annotations and the text extracted by the algorithm is determined
for each page, and the average is also reported for each model. The minimum edit distance
computes the minimum number of editing operations (insertions, deletions and substitutions)
that are needed to transform one string into another. In this work, Levenshtein distance is
applied, i.e., a substitution accounts for two edit operations. This takes into account that while
the problem is framed as a binary classification problem in this work, the goal is still to retrieve
as much text as possible from the web page.



Precision Recall F1

Micro Macro Micro Macro Micro Macro

SVC 1.0 0.90 1.0 0.82 1.0 0.86
MLP 0.99 0.79 0.99 0.83 0.99 0.81
GCN2 1.0 0.89 1.0 0.95 1.0 0.92
GCN3 1.0 0.87 1.0 0.97 1.0 0.92

(a)

Ø Min. Edit Distance

SVC 80.6
MLP 92.0
GCN2 51.1
GCN3 53.0
jusText 325.7

Boilerpipe 233.6

(b)

Table 1
(a) Precision, recall and F1 for every model in the form (micro average / macro average). (b) Average
minimum edit distance between ground truth text and text predicted by respective model over all test
web pages (lower is better).

Baselines. For classification two baselines are implemented. First, a support vector classifier
(SVC) using a radial basis function is employed. The second baseline is a multi layer neural net-
work (MLP) using three layers, a total of 128 nodes per layer, and otherwise the same parameters
as specified for the GCN models. The result of both baseline classification models is also pro-
cessed by the refinement method described in Section 5. Furthermore, two established methods
for boilerplate extraction are compared to the proposed model. First, Boilerpipe by Kohlschütter
et al. [10], and second jusText by Pomikálek [11]. For both methods, readily available Python
implementations exist3. Note that for Boilerpipe, we use the ArticleSentencesExtractor, which is
specifically adapted for news articles. Due to the different architecture of both Boilerpipe and
jusText that does not yield a classification result for each node, only the minimum edit distance
is reported.

Results. Table 1a shows the classification results for all four models. One can see that while
the precision of both GCN models does not improve over the performance of both baselines,
recall increases significantly, and as a result the F1 score is better as well. However, as we
addressed before often multiple DOM tree nodes can be a valid result if the goal is to retrieve the
main article text of a web page, and hence, the F1 score can only indicate the quality of results.
Table 1b completes the picture by giving insights into the average minimum edit distance
between the ground truth texts and the predicted texts by each model. One can see that the
heuristic methods jusText and Boilerpipe perform significantly worse than all of the models
utilizing machine learning. However, one should also note that a fairer comparison between
the heuristic and machine learning approaches would be on a domain all models have not seen
before, e.g., a news outlet that was previously not part of the data set. Additionally, it can be
seen that the graph convolutional methods yield text that is closer to the ground truth as the
result of both baselines. This is a strong indication that the context of a node has an influence
on the classification as well, and including this into our models can improve classification
significantly. To address the question why the F1 score between the GCN and (at least the SVC)
baseline models does differ only slightly, but the minimum edit distance reflects a significantly

3https://pypi.org/project/boilerpy3/ and https://pypi.org/project/jusText/, accessed July 16, 2021
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better result in case of the GCN models, a manual inspection was conducted as well. This
inspection showed that while the baseline models struggled to differentiate between the main
article content and subtle advertisements or info boxes between the article text blocks, the GCN
models often detected high quality comments of users that, if given without the position on
the page, were hardly distinguishable from text written in a news article. However, since the
comment section is most often clearly separated from the main article, the refinement step
described in Section 5 was able to remove these text blocks from the final result, hence, yielding
better overall results for the graph convolutional models.

7. Conclusion and Ongoing Work

In this work, we have introduced a graph convolutional model to classify DOM tree elements
on web pages, and showcased its application in the context of content extraction from German
news pages. However, the architecture of the presented model is general enough, such that
it can be applied to various classification tasks on web pages, even multilabel and multiclass
classification tasks by adaption of Equation (5), as long as sufficient training data is available.
In particular, it was shown that even for a skewed data set with only few positive samples this
model already yields promising results. This can also be of use in other application areas where
the goal is to detect rare patterns on web pages, for example, Dark Patterns that aim to trick
users into actions that are against their best interest. Besides the application of the proposed
model in other domains, future work can also include the addition of more features in the initial
feature selections step, see Section 3. Alternatively, the computation of HTML tag embeddings
could be replaced by embeddings computed by Deepwalk or node2vec. However, this is of
course highly dependent on the task and the domain at hand. Finally, one problem of the
proposed model is that it only works for static graph representations. In cases where dynamic
content is more relevant, it may be more suitable to resort to methods like GraphSage [17] that
can better include the dynamic addition or removal of nodes from a graph, since they do not
utilize the adjacency matrix of the graph for embedding calculation, but instead work with an
adjacency list.
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A. Appendix

A.1. List of German news outlets chosen for annotations

augsburger-allgemeine.de, faz.net, focus.de, freiepresse.de, golem.de, handelsblatt.de, heise.de,
n-tv.de, rp-online.de, spiegel.de, sueddeutsche.de, t-online.de, tagesschau.de, waz.de, welt.de,
zeit.de

A.2. Example annotation

Figure 2: Extract from an annotation from spiegel.de. The red box indicates the part annotated while
advertisements and the info box are left out.
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