
 
 
 
Highlights 
 
WILF 2021 offered a venue for summarising recently published work, in order to increase its 
visibility. In this contribution we collect the abstracts of four presentations, with topics ranging 
from theory to applications. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Highlight 1: 

Generalizing 𝐶𝐹1𝐹2-integrals. GP Dimuro, G Lucca, B Bedregal, R Mesiar, JA Sanz, J Fernandez, CT 
Lin and H Bustince. 
 
Highlight 2: 

General interval-valued overlap functions and n-dimensional admissibly ordered interval-
valued overlap functions and its influence in interval-valued fuzzy rule-based classification 
systems. T Asmus1, G Pereira Dimuro, JA Sanz, B Bedregal, J Fernandez and H Bustince. 
 
Highlight 3: 

Counting data in presence of possibilistic uncertainty. C Mencar. 
 
Highlight 4: 

Using Fuzzy C-Means for Error Mitigation in Quantum Measurement. G Acampora, A Vitiello. 
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Here, we highlight the research presented in [1], concerning a theoretical framework for a 
generalization of 𝐶𝐹1𝐹2 -integrals, a family of Choquet-like integrals used successfully in the 
aggregation process of the fuzzy reasoning mechanisms of fuzzy rule based classification systems. 
First, in, we introduced the The proposed generalization, called by 𝑔𝐶𝐹1𝐹2 -integrals, is based on 
the so-called pseudo pre-aggregation function pairs (𝐹1, 𝐹2), which are pairs of fusion functions 
satisfying a minimal set of requirements in order to guarantee that the 𝑔𝐶𝐹1𝐹2 -integrals to be 
either an aggregation function or just an ordered directionally increasing function satisfying the 
appropriate boundary conditions. We propose a dimension reduction of the input space, in order to 
deal with repeated elements in the input, avoiding ambiguities in the definition of 𝑔𝐶𝐹1𝐹2 -
integrals. We study several properties of 𝑔𝐶𝐹1𝐹2 -integrals, considering different constraints for 
the functions 𝐹1 and 𝐹2, and state under which conditions 𝑔𝐶𝐹1𝐹2 -integrals present or not 
averaging behaviors. Several examples of 𝑔𝐶𝐹1𝐹2 -integrals are presented, considering different 
pseudo pre-aggregation function pairs, defined on, e.g., t-norms, overlap functions, copulas that are 
neither t-norms nor overlap functions and other functions that are not even pre-aggregation 
functions. 
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Highlight 2 
General interval-valued overlap functions and n-dimensional 
admissibly ordered interval-valued overlap functions and its 
influence in interval-valued fuzzy rule-based classification 
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Overlap functions are a type of aggregation functions that are not required to be associative, 
generally used to indicate the overlapping degree between two values. They have been used in 
several practical problems, e.g., image processing, decision making and fuzzy rule-based 
classification systems (FRBCSs). Some generalizations of overlap functions were proposed, such as 
n-dimensional and general overlap functions, which allowed their application in n-dimensional 
problems. More recently, the concept of interval-valued (iv) overlap functions was presented, 
mainly to deal with uncertainty in providing membership functions. Here, we highlight the research 
presented in two papers. First, in [1], we introduced the concepts of n-dimensional iv-overlap 
functions and general iv-overlap functions, studying their representability, characterization and 
construction methods, with application to iv-FRBCSs. Then the authors noticed that in iv-FRBCSs, 
the choice of an appropriate total order for intervals can play an important role. However, neither 
the relationship between the interval order and the n-dimensional iv-overlap function (which may 
or may not be increasing for that order) nor the impact of this relationship in the classification 
process had been studied in the literature. Moreover, there was not a clear preferred n-dimensional 
iv-overlap function to be applied in an iv-FRBCS. Hence, in [2], we presented some new results on 
admissible orders, which allowed us to introduce the concept of n-dimensional admissibly ordered 
iv-overlap functions, developing a width-preserving construction method derived from an 
admissible order and an n-dimensional overlap function. We analyzed the behaviour of several 
combinations of admissible orders and n-dimensional (admissibly ordered) iv-overlap functions 
when applied in iv-FRBCSs. Our main contribution resided in pointing out the effect of admissible 
orders and n-dimensional admissibly ordered iv-overlap functions, both from a theoretical and 
applied points of view. 
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Highlight 3 
Counting data in presence of possibilistic uncertainty 
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Modern technology allows collecting huge amounts of data, which call for complex methodologies 
for understanding and analyzing them. A basic operation with data is counting, i.e. finding the 
number of data samples having a specific value. Counting is often a preliminary step for several 
types of analysis, such as descriptive statistics, comparisons, etc. This is quite a simple operation if 
objects are represented as precise data, but it becomes non-trivial when data observations are 
uncertain. In fact, uncertainty in data should propagate in counting, therefore results are granular 
rather than precise. 

When data uncertainty is due to incomplete information, i.e. when there is not enough 
information in observations to detect the value of data, Possibility Theory can provide a convenient 
way to represent and process this kind of uncertainty. In particular, counting uncertain data with 
Possibility Theory leads to granular counts that are represented as fuzzy intervals. The formula of 
granular count is derived on the basis of two weak assumptions that can be applied in a wide 
variety of problems involving uncertain data. Furthermore, the formulation can be further extended 
to introduce the granular sum of counts, by taking into account the interactivity of granular counts. 

Two algorithms have been proposed to compute granular counting: exact granular counting, 
with quadratic time complexity on the number of observations, and approximate granular counting, 
with linear time complexity. Also, it is possible to extend approximate granular counting by 
computing bounds for exact granular count; in this way, the efficiency of approximate granular 
count is combined with certified bounds whose width can be adjusted in accordance to user needs. 
On the other hand, the algorithm for exact granular counting can be extended by an incremental 
version which provides an efficient and exact computation of the granular count without the need 
of having all data available, thus being applicable in scenarios involving data streams. 

Future research is aimed at devising algorithms for summing granular counts with polynomial 
time complexity, which may open the door to a novel methodology for analyzing data in full 
accordance with the Granular Computing paradigm. 
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This contribution discusses the work presented in [1] related to the application of the Fuzzy C-
Means algorithm for achieving error mitigation in quantum measurement. Quantum computers are 
quantum-mechanical devices that are potentially able to overcome classical computers in 
performing specific tasks. However, there is a crucial engineering challenge to face so as to make 
quantum computation productive and operative in real-world scenarios: dealing with the 
vulnerability of quantum hardware to errors. As a consequence, a very active research area in 
quantum engineering is that of quantum error correction, which aims at introducing techniques able 
to minimize computing error. Unfortunately, these techniques require a multiplicative increase in 
the number of resources to work, thus, alternative techniques belonging to the area of quantum 
error mitigation have been developing to compensate computation errors without requiring 
additional quantum hardware. These approaches work by updating the output of quantum 
algorithms by means of a post-processing task aimed at removing the effect of the different kinds of 
quantum errors from the above output. Among all the possible types of quantum errors, the 
measurement error is certainly among those that can most alter the computation and, consequently, 
the error mitigation techniques are mainly concerned with reducing the effects of this class of error. 
In this context, the state-of-the-art method, used in well-known quantum frameworks such as IBM 
Qiskit, works by computing a so-called mitigation matrix that, opportunely combined with the 
outcome of a quantum computation, tries to make this outcome as close as possible to the error free 
value. However, the uncertainty related to the stochastic nature of quantum computation does not 
allow this technique to compute a mitigation matrix able to reduce the error effect for all kinds of 
quantum computation. The goal of the work reported in [1] is to improve this technique by 
integrating it with the Fuzzy C-Means algorithm in order to compute a mitigation matrix more 
tolerant to the effect of stochasticity in computation. A comparative study shows that the fuzzy-
based approach is able to better mitigate the effect of the measurement error in quantum 
computation than the state-of-the-art mitigation method currently used by IBM in its quantum 
library Qiskit. To conclude, the work in [1] received the Best Paper Award at the 2021 IEEE 
International Conference on Fuzzy Systems (FUZZ-IEEE 2021). 
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