
Transliterate or translate? Sentiment analysis of
code-mixed text in Dravidian languages
Karthik Puranika, Bharathi Bb and Senthil Kumar Bb

aIndian Institute of Information Technology Tiruchirappalli
bComputer Science and Engineering, SSN College of Engineering, Chennai

Abstract
Sentiment analysis of social media posts and comments for various marketing and emotional purposes is
gaining recognition. With the increasing presence of code-mixed content in various native languages,
there is a need for ardent research to produce promising results. This research paper bestows a tiny
contribution to this research in the form of sentiment analysis of code-mixed social media comments in
the popular Dravidian languages Kannada, Tamil and Malayalam. It describes the work for the shared
task conducted by Dravidian-CodeMix at FIRE 2021 by employing pre-trained models like ULMFiT and
multilingual BERT fine-tuned on the code-mixed dataset, transliteration (TRAI) of the same, English
translations (TRAA) of the TRAI data and the combination of all the three. The results are recorded
in this research paper where the best models stood 4th, 5th and 10th ranks in the Tamil, Kannada and
Malayalam tasks respectively.
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1. Introduction

Sentiment analysis is a popular technique for analysing and evaluating textual content to learn
the attitude and thoughts expressed in it [1]. The term “Sentiment analysis” was first introduced
in Nasukawa and Yi. This method is largely employed in the marketing sector to realize the opin-
ion of the customers on a certain product without reading all the feedbacks. Natural language
processing (NLP) truly automates the wearisome tasks like analysing feedbacks. Several other
tasks like sentiment classification, sentiment extraction, opinion summary, and subjectivity
detection can also be performed [3] for various applications like spam email detection[4], fake
news detection [5], hate and hope speech detection [6], finding inappropriate texts in social
media [7, 8] and many others [9, 10]. This paper concentrates on the sentiment analysis of
code-mixed social media comments for Dravidian languages.

Social media is known to us as a virtual space to share our opinions, and communicate.
However, social media is the largest hub for marketing. They provide spaces for brands to
advertise products and target interested customers, which is the prime source of income for
these platforms [11]. In order to market the right product which appeals to its user, the social
media platforms monitor their activities and comments[12, 13]. This enables them to know the
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user’s sentiment towards a product and company [14]. Another crucial application of sentiment
analysis is to automatically spot comments or posts which are offensive, abusive or spreads
hatred in the social media platforms [15]. Social media is a free space and no restrictions can be
imposed on the comments or posts being circulated. However, the comments can certainly be
detected and overseen to protect underage and the users who are vulnerable to get offended
[16, 17].

Social media features multilingual speakers from all over the world, and people tend to use a
lot of variations while expressing their thoughts[18]. Native speakers writing in Roman script
is the most common scene due to the easy accessibility and customary usage of Roman script
keyboards in mobile phones and desktop keyboards[19]. However, some users tend to write
in the native script too. Finally, there is a case of code-mixing where two or more languages
are merged in respect to the script or the usage [20]. Sentiment analysis becomes difficult for
such texts. In this paper, the method of transliterating the text is applied. Transliterating is the
process of converting a text from one script to another while maintaining the pronunciation
[21, 22]. This brings about a uniformity in the text and helps the model learn better. However,
due to the presence of English text in the code-mixed dataset, there has also been a slight effort
to translate [23] the text transliterated in the native language to English and train the model
with it.

This research paper depicts our work for the shared task Dravidian-CodeMix1 at FIRE 2021
[24, 25]. The task was to detect the sentiment in the sentences for three of the major Dravidian
languages [26] Kannada, Tamil, and Malayalam. Our system models stood 5th, 4th and 10th
respectively in the shared task. The codes for the model and the transliterated and translated
datasets are provided in the link2.

2. Dataset

The dataset provided by the organizers of the shared task has been used to train the models
[12, 13, 27, 28]. It contains annotated sentences obtained by cleaning YouTube comments3.
The sentences are highly code-mixed and contains inter-sentimental, intra-sentimental and
tag switching which are prevalent in code-mixed data to be classified into five classes namely,
positive, negative, unknown state, mixed feelings and not the intended language. The train,
development and test distribution can be viewed in Table 1.

Split Kannada Tamil Malayalam
Training 6,213 35,657 15,889
Development 692 3,963 1,767
Test 768 4,403 1,963
Total 7,673 44,023 19,619

Table 1
Train-Development-Test Data Distribution

1https://dravidian-codemix.github.io/2021/index.html
2https://github.com/karthikpuranik11/FIRE2021
3https://www.youtube.com/
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Further, the transliterations (TRAI) of the code-mixed training (TRA) dataset in the respective
Dravidian languages were used. Small preprocessing steps like removing the language tag
and brackets, removing all the sentences which belong to “not-language” were removed. The
English translations (TRAA) of these transliterations was also used as a part of this research. It
was evident that English was the most widely used language after the Dravidian language. A
few comments represented in the TRA, TRAI and TRAA datasets belonging to the five classes
are tabulated in Table 2.

3. Methodology

Based on previous researches, two of the most promising pre-trained models, ULMFiT [29]
and BERT [30] with bidirectional LSTM layers [31], were used to determine the sentiment
of the sentences. These models were fine-tuned separately on the training data provided by
the organizers, the transliterated data combined with the training data, the translated data
combined with the training data and the combination of all the three datasets.

3.1. BERT

Bidirectional Encoder Representation from Transformers (BERT) is one of the most popular
transformer based models, trained extensively on the entire Wikipedia and 0.11 million Word-
Piece sentences [32] for over 104 languages in the world. The unprecedented methods like
Next Sentence Prediction (NSP) and Masked Language Modelling (MLM) successfully catch a
deeper context of the languages. For the particular task, bert-base-multilingual-cased [33]
from HuggingFace4 [34] has been used. It comprises 12 layers and attention heads and about
110M parameters.

This model was further concatenated with bidirectional LSTM layers, which are known to
improve the information being fed. The bidirectional layers read the embeddings from both the
directions, hence, boosts the context and the F1 scores drastically. Further, the training was
done with an Adam optimizer [35], a learning rate of 2e-5 with the cross-entropy loss function
[36, 37] for a total of 5 epochs. The various parameters employed in the BERT+ BiLSTM model
van be viewed in Table 3.

3.2. ULMFiT

Universal Language Model Fine-tuning, or ULMFiT was one of the initial transfer learning
method to produce state-of-the-art results for NLP tasks. It was trained on very huge datasets
like Wikitext-1035 with around 103M sentences. It employs three novel techniques for fine-
tuning the language models for various NLP tasks, which are discriminative fine-tuning, slanted
triangular learning rates (STLR) and gradual unfreezing. AWD-LSTM language model [38, 39],
a standard LSTM consisting 3 layers and 1150 hidden activation per layer and an embedding
size of 400 and without any attentions and just well tune dropouts, is generally used. Adam

4https://huggingface.co/
5https://blog.einstein.ai/the-wikitext-long-term-dependency-language-modeling-dataset/
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Table 2
Examples of the code-mixed sentences, its transliteration and translation in Kannada, Tamil and Malay-
alam

optimizer with starting learning rate of 1e-8 and an end learning rate of 1e-2 and a dropout of
0.5 is used.



Parameter Value
Number of LSTM units 256
Dropout 0.4
Activation Function ReLU
Max Len 128
Batch Size 32
Optimizer AdamW
Learning Rate 2e-5
Loss Function cross-entropy
Number of epochs 5

Table 3
Parameters for the BERT+BiLSTM model.

3.3. Transliteration

The IndianNLP-Transliteration6 tool from AI4Bharat was used to get the transliterations of the
training dataset. This deep transliteration tool can transliterate from Roman script to any low
resourced Indian language. The architecture majorly consists of Recurrent Neural Networks
(RNN) [40] with encoders and decoders [41]. The decoder employs top ’k’ predictions and
then re-ranked to get the most probable word [42]. It is observed that most of the sentences in
the Dravidian language present in the code-mixed dataset is the languages written in Roman
script. The multilingual pre-trained models, largely trained on these Dravidian languages in
their original scripts, might find it hard to comprehend such sentences. Transliterating them
back to the original script could possibly improve the accuracy [43].

3.4. Translation

The transliterated data in the Dravidian language is translated to English using IndicTrans [44]
from AI4Bharat7. This PyTorch Fairseq8 [45, 46] based Transformer NMT model, is trained on
a large parallel corpus containing 46.9 million sentences of Samanantar dataset. The model is
known to produce state-of-the-art BLEU [47] scores for 11 Indian languages. The translations
given by the IndicTrans baseline model on the transliterated dataset was used. The reason for
using the translated data was due to the presence of excessive English in the code-mixed dataset,
and most of the pre-trained models are trained on large number of English sentences.

4. Results

In this section, the F1 scores of the BERT and ULMFiT models for the sentiment analysis of
Kannada, Tamil and Malayalam datasets are compared, and suitable analysis are recorded. The
weighted F1 scores are tabulated in Table 4. The models are fine-tuned on training dataset

6https://github.com/AI4Bharat/IndianNLP-Transliteration
7https://github.com/AI4Bharat/indicTrans
8https://github.com/pytorch/fairseq
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(TRA), the combination of transliterated dataset and TRA (TRAI), translated (TRAA) dataset
and TRA and all 3 merged.

Table 4
Weighted F1-scores of sentiment analysis on the test datasets, where P: Precision, R: Recall
and F1: F1 score.

Dataset Kannada

BERT ULMFiT

P R F1 P R F1

Train (TRA) 0.5952 0.6185 0.6040 0.6547 0.6276 0.6389
Transliterate + TRA (TRAI) 0.5587 0.6133 0.5831 0.6239 0.6081 0.6150
Translate + TRA (TRAA) 0.6176 0.6367 0.6231 0.6078 0.5990 0.6031
Merged (TRA+TRAI+TRAA) 0.6079 0.6172 0.6113 0.6172 0.5885 0.5993

Tamil

BERT ULMFiT

P R F1 P R F1

Train (TRA) 0.5291 0.5572 0.5308 0.6544 0.6229 0.6362
Transliterate + TRA (TRAI) 0.5334 0.5502 0.5366 0.6889 0.6372 0.6583
Translate + TRA (TRAA) 0.5284 0.5427 0.5310 0.6694 0.6379 0.6514
Merged (TRA+TRAI+TRAA) 0.5298 0.5570 0.5367 0.6629 0.6306 0.6432

Malayalam

BERT ULMFiT

P R F1 P R F1

Train (TRA) 0.6238 0.6733 0.6457 0.7084 0.6937 0.6990
Transliterate + TRA (TRAI) 0.6874 0.7018 0.6933 0.7139 0.7013 0.7062
Translate + TRA (TRAA) 0.5976 0.7142 0.6467 0.7086 0.6901 0.6970
Merged (TRA+TRAI+TRAA) 0.6822 0.6927 0.6863 0.7041 0.6952 0.6984

It is firstly clear from Table 4 that ULMFiT manages to get better F1 scores than BERT
concatenated with biLSTM layers for the majority of the datasets. The unique transfer learning
techniques used by ULMFiT like the discriminative fine-tuning, slanted triangular learning rates
and gradual unfreezing seem to successfully produce exceptional F1 scores. Discriminative
fine-tuning allows us to fine-tune each layer separately with different learning rates. Gradual
unfreezing improves it further by keeping the last layer frozen in the first epoch and unfreezing
layer by layer for the further epochs. Except for the Tamil data, BERT manages to give results
comparable to ULMFiT for the other languages.

ULMFiT fine-tuned on the TRA dataset gives the best F1-score of 0.639 for the Kannada task.
It is followed by BERT fine-tuned on the TRAA dataset with 0.623. Other models gave similar
results. It is surprising how the models managed to give F1 scores akin to other languages,
considering the limited size of the dataset. ULMFiT manages to surpass BERT by a huge
difference for the Tamil task. The presence of class imbalances in the Tamil dataset could be a



reason for this issue. The “positive” comments are 2,830 in number out of the 4,402 sentences in
the test dataset, while “not-Tamil” which is just 210. This imbalance causes a variation in the
results. ULMFiT on TRAI and TRAA gave nearly similar F1 scores of 0.658 and 0.651 respectively.
ULMFiT trained on all the four datasets gave equivalent results for the Malayalam task, with
TRAI giving the best score of 0.706. BERT trained on TRAI gave a competitive score of 0.6933
for the same task.

The basic observation derived while comparing the various datasets is the equal contention
between the four datasets used. But, the most common scenario is that the TRAI dataset
manages to have the upper hand in the majority of the cases. The most plausible explanation to
this is due to the fact that the dataset is code-mixed and the Dravidian text written in Roman
script. When that is converted to the native script, the model manages to fine-tune well. With
the original data also present, the model manages to fine-tune on the English text too. However,
we can’t be entirely sure of the accuracy of transliterations from the IndianNLP-Transliteration
tool. Another drawback of transliterating the code-mixed sentences is that the English and other
language also get transliterated to the Kannada/Tamil/Malayalam script. Such words might
not be able to recognized by the model at all. Dravidian languages can be complex and there
might be several ways in which the comments in the Roman script can be transliterated, and a
slight variation can change the meaning entirely[48]. However, to tackle these, we merge the
transliterated dataset with the TRA data so that the model manages to learn the other languages
in the code-mixed data too.

The TRAA and the merged dataset proves to be inefficient due to its low F1 scores. The
TRAA dataset is not significantly behind the TRAI data, which proves that there is a scope to
increase the accuracy with further research. Though IndicTrans one of the best models for
machine translation of Indian languages has been employed, we can surely not rely entirely
on the translations of the transliterated data. Further, cleaning of the TRAA data by removing
sentences which fail to make any sense and fine-tuning the IndicTrans model on a suitable
parallel corpus before translating it can be done to obtain good F1 scores for the TRAA dataset.
The combination of the three datasets however fails miserably in most of the cases due to the
repetition of the sentences in different forms, which seems to make the model not learning
anything productively, and the inaccuracies in the TRAA and TRAI datasets add up to reduce
the F1 scores even further.

5. Conclusion

Sentiment analysis of social media comments emerges as one of the most notable tasks of
natural language processing (NLP). In order to obtain good F1 scores for the sentiment analysis
of social media comments in code-mixed Dravidian languages Kannada, Tamil and Malayalam,
after careful experimentation with Transformer based ULMFiT and mBERT fine-tuned on TRA,
TRAI, TRAA and merged dataset, ULMFiT proved to give the best F1 scores for all the three
languages. For Kannada, it was on the TRA dataset, while TRAI proved effective for Tamil and
Malayalam. This paper introduces the use of TRAA dataset which can be worked upon in the
future.
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