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Abstract
Language Learning Development (LangLearn) is the EVALITA 2023 shared task on automatic language development as-
sessment, which consists in predicting the evolution of the written language abilities of learners across time. LangLearn is
conceived to be multilingual, relying on written productions of Italian and Spanish learners, and representative of L1 and L2
learning scenarios. A total of 9 systems were submitted by 5 teams. The results highlight the open challenges of automatic
language development assessment.
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1. Introduction
Over the last twenty years, there has been a growing
interest in exploiting the potential of Natural Language
Processing (NLP) tools to characterize the properties of
learners’ language and to study how it evolves over time,
both in first (L1) and second language (L2) acquisition
scenarios. A similar concern has been paid to turning
theoretical considerations into educational applications,
such as Intelligent Computer-Assisted Language Learn-
ing (ICALL) systems [1] and tools for automatically scor-
ing learners’ writing with respect to language proficiency
and writing quality [2, 3], and more generally systems
able to automatically assign a learner’s language produc-
tion to a given developmental level [4, 5] or to opera-
tionalize sophisticated metrics of language development
thus alleviating the laborious manual computation of
these metrics by experts [6, 7, 8].

Generally, a greater number of studies has been carried
out in the field of L2 learning where the study of L2 writ-
ings is seen as a proxy for language ability development
[9]. In this respect, much work is devoted to predicting
the degree of L2 proficiency according to expert-based
evaluation [10] or to modeling the evolution of grammat-
ical structures’ competence with respect to predefined
grades, e.g. the Common European Framework of Ref-
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erence for Languages (CEFRL) [11, 12, 13]. On the other
side, fewer studies have focused on exploiting NLP tech-
niques in the context of L1 development. Among these,
we can mention studies devoted to assessing syntactic
development in preschool children [8, 14] and to examine
overall writing ability and its development during later
language acquisition [15].

It is worth noting that most research has been focused
on English. Few exceptions are represented by e.g. the
works by [16] and [17], which investigated writing de-
velopment in German-speaking students across the ele-
mentary and secondary school, and [18], and [19], who
proposed a methodology for tracking the evolution of
written language competence of L2 Spanish and L1 Italian
learners, respectively.

The Language LearningDevelopment Task (LangLearn)
organized at EVALITA 2023 [20] continues this scenario
and it represents the first shared task on automatic lan-
guage development assessment. It was aimed at devel-
oping and evaluating systems to predict the evolution of
the written language abilities of learners across several
time intervals. Additionally, the task was conceived to
be multilingual, relying on written productions of Italian
and Spanish learners, and representative of L1 and L2
learning scenarios.

2. Definition of the task
The assessment of language development is cast in Lan-
gLearn as a binary classification problem: it consists in
predicting the relative order of two essays written by
the same student. We started from the assumption that,
given a set of chronologically ordered essays written by
the same student, a document 𝑑𝑗 should have a higher
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quality level with respect to the ones written previously
(𝑑𝑖). Specifically, we followed the approach devised by
[19]: given a randomly ordered pair of essays (𝑒1, 𝑒2) writ-
ten by the same student, we ask to predict whether 𝑒2
was written before 𝑒1.

LangLearn was articulated in two sub-tasks based on
the resources allowed for training the models.

• Sub-task 1 consists in predicting the order of es-
says using only the official training data released
for the task;

• Sub-task 2 consists in predicting the order of es-
says using information acquired from the training
data released for the task and also from additional
external resources.

3. Datasets
In line with the aim of having a multilingual shared task,
we distributed two datasets composed of essays written
by learners of the Italian and Spanish languages. No-
tably, the two datasets reflect an additional dimension of
variation, which is the different learning scenarios from
which the written productions were obtained. Specifi-
cally, the collection of Italian essays was written by stu-
dents learning Italian as their first language, while the
Spanish essays were produced by L2 learners.

For each corpus, LangLearn participants were provided
with two files:

• a .tsv file containing the following information
pertaining to a pair of essays (𝑒1, 𝑒2) written by
the same student: IDs of 𝑒1 and 𝑒2 in the correct
chronological order, and 𝑡1 and 𝑡2 corresponding
to the time of writing of 𝑒1 and 𝑒2.

• an XML file containing the text of the essays with
randomly generated document IDs, as in the ex-
ample below:
<dataset>
<doc id="9843"> Essay </doc>
<doc id="7432"> Essay </doc>
</dataset>

3.1. Corpus Italiano di Apprendenti L1
(CItA)

CItA (Corpus Italiano di Apprendenti L1) [21] is a longi-
tudinal corpus of essays written by the same L1 Italian
students in the first (2012-2013) and second year (2013-
2014) of lower secondary school. The original corpus
contains a total of 1,352 essays written by 156 students.
The essays belong to five textual typologies, which reflect
the different prompts students were asked to respond to,

i.e. reflexive, narrative, descriptive, expository and argu-
mentative.

For the purposes of the LangLearn shared task, we
selected a subset of 882 essays authored by 133 different
students at different time intervals. A time interval is
identified by the year and specific period during which
each essay was produced (e.g., the label 1_4 denotes the
fourth essay written during the first year). Specifically,
we considered 11 intervals, six for the first year and five
for the second one. As it can be seen in Figure 1, the
essays feature diverse linguistic characteristics across
the considered time intervals1. In fact, essays written
in the first year tend to be shorter in terms of the total
number of tokens than those produced in the second
year. Interestingly, the length of the document is a raw
text feature highly related to various linguistic aspects
that shape the writing style of an essay. Furthermore,
the essays are increasingly lexically richer across time,
as emerged from the Type/token ratio (TTR) values cal-
culated for the first 100 tokens of the texts. It is worth
noting that the last essays of the second year (interval
11) deviate from this trend. This is possibly due to the
fact that they are mostly related to similar prompts that
involved completing a history. In this case, students tend
to write shorter and less lexically varied essays.

In order to build the training and test sets of LangLearn,
essays from each student were paired based on their
chronological order of writing, ensuring that the first
essay in each pair was written prior to the second. This
process resulted in 2,673 essay pairs: 2,366 were assigned
to the train set, and the remaining 307 were placed in
the test set. The distribution of pairs across time inter-
vals is reported in Table 1. Note that some time interval
pairs (e.g. 1_2 − 1_5) appear only in the test set. This is
done to challenge participants since they do not have any
corresponding pairs within the train set. Similarly, we
isolated 4 students whose essays appear only in the test
set, while the essays of 49 students appear only in the
train set and the essays of 80 students appear in both sets.
Indeed, it is possible for the same essay to appear in both
the training and test sets, but it would appear in different
pairs, ensuring that a specific pair occurs exclusively in
either the train or test set.

3.2. Corpus of Written Spanish of L2 and
Heritage Speakers (COWS-L2H)

The COWS-L2H (Corpus of Written Spanish of L2 and Her-
itage Speakers) corpus [22] consists of 3,498 short essays
written by second language (L2) students enrolled in one
of ten lower-division Spanish courses at a single Ameri-
can university. Student compositions in the corpus are

1Note that these two linguistic characteristics are those used to
compute the baseline scores.



Figure 1: Distribution of two linguistic characteristics of the LangLearn datasets across the considered time intervals.

written in response to one of six writing prompts, which
are changed periodically. According to these prompts, in
each essay, the student is asked to write about: a famous
person, your perfect vacation plan, a special person in
your life, a terrible story, a description of yourself, or a
beautiful story. During each period (an academic quarter,
which consists of ten weeks of courses) of data collection,
students are asked to submit two compositions, approxi-
mately one month apart, in response to the previously
mentioned prompts. These composition themes are de-
signed to be relatively broad, to allow for a wide degree
of creative liberty and open-ended interpretation by the
writer.

To select essays from the original COWS-L2H dataset
for the LangLearn task, we considered only essays writ-
ten by students who wrote essays in two separate aca-
demic terms. This way, we can pair essays written at
different points in time by the same student. To reduce
the possibility that factors independent of language learn-
ing could systematically differentiate between essays in
a pair, we considered only pairs of essays written in re-
sponse to the same prompt. With these constraints, we
were left with 1,329 pairs of essays written by 440 stu-
dents. To split these essay pairs into training and test sets,
we selected the essays written by 330 students to be in
the training set, and the essays written by the remaining
110 students to be in the test set. This means that, in con-
trast with the CItA dataset used in LangLearn, there is
no overlap in essays or authors between the training and
test sets. The resulting training set contains 1,009 essay

pairs, and the test set contains 320 essay pairs. The time
interval between essays in a pair usually consists of one,
two or three academic terms, with each term correspond-
ing to 10 weeks of courses (Table 2). It is important to
note that these intervals are not easily comparable across
datasets, since COWS-L2H deals with highly structured
L2 instruction, which progresses differently from L1 writ-
ing.

4. Evaluation
Baseline The baseline scores were calculated by train-
ing a LinearSVM using, for each pair (𝑒1, 𝑒2), the number
of tokens per document (in each pair) and the type/token
ratio of the first 100 tokens in each document as input
features.

Metrics The models’ performance achieved on the
CItA and COW-L2H test sets have been evaluated in-
dependently using Accuracy (A) and F1-score (F-score).

5. Submitted Systems and
Participants

Following a call for interest, 5 teams registered for the
task and submitted their predictions for both datasets, for
a total of 18 runs (namely, 9 for each language tackled in
the shared task). Eventually, one team (i.e. aroyehun_an-
gel) did not submit a system report, thus we included



CItA - Train set
1_1 1_2 1_3 1_4 1_5 1_6 2_1 2_2 2_3 2_4 2_5

1_1 86 35 50 53 11 85 72 86 80 31
1_2 34 50 87 87 79 31
1_3 36 36 15 37 37 36 45
1_4 56 16 57 53 55 50
1_5 18 62 58 60 52
1_6 22 15 17 19
2_1 71 95 84 30
2_2 76 65
2_3 80 28
2_4 28

CItA - Test set
1_1 1_2 1_3 1_4 1_5 1_6 2_1 2_2 2_3 2_4 2_5

1_1 2 2 2 2 1 6
1_2 2 1 54 15 4 74 4 4 6
1_3 1 2 2 2 4 2 3
1_4 1 1 1 2 1 1
1_5 2 2 4 2 3
1_6 2 4 2 3
2_1 6 4 4 6
2_2 6 7 35
2_3 4 6
2_4 3

Table 1
Distribution of essay pairs with respect to time intervals in
the train and test sets of CItA. The rows correspond to the
time points of the first essay in a pair, and the columns the
time points of the second essay in a pair.

their scores in the overall dashboard, but we excluded
them from the system description and error analyses. As
shown in Table 3, all teams participated only in sub-task
1.

BERT_4EVER [23] proposed three different systems
based on the base Italian BERT2 model [24]. For fine-
tuning the models, the team augmented the CItA and
COWS-L2H datasets by reversing essay pairs to obtain
negative examples and generating new positive examples
by constructing transitive pairs. In the first system, BERT,
BERT was fine-tuned performing simultaneous training
on the augmented CItA and COWS-L2H datasets. The
second model, Sequential, employs a novel sequential
information attention mechanism to capture the inter-
action between the essays in a pair, which allows for
incorporating the attention weights derived from the last-
written essay in the representation of the pair relying
on the [CLS] token and using average pooling. This pair
representation is then fed into a linear classifier with a
softmax function. The third model proposed is the Merge
one, which fuses BERT and Sequential by averaging their
output probabilities.

2https://huggingface.co/dbmdz/bert-base-italian-uncased

COWS-L2H - Train set
SU17F17 W18 S18 W19 S19 F19 S20 F20 W21

S17 2 45 24 12
SU17 2
F17 51 25
W18 74
S18
SU18
F18 153 65 37
W19 109 45
S19 61
SU19
F19
W20 109 24 36
S20 35 35
SU20
F20 65

COWS-L2H - Test set
SU17F17 W18 S18 W19 S19 F19 S20 F20 W21

S17 17 13 5
SU17
F17 17 11
W18 24
S18
SU18
F18 43 19 11
W19 45 18
S19 21
SU19
F19
W20 29 6 6
S20 9 11
SU20
F20 15

Table 2
Distribution of essay pairs with respect to time intervals in
the train and test sets of COWS-L2H. The rows correspond to
the time points of the first essay in a pair, and the columns
the time points of the second essay in a pair.

bot.zen [25] tackled LangLearn as a regression prob-
lem, where the goal was to determine the stage of the
learning process at which a student wrote a text. To
achieve this, the team first pre-processed the official train-
ing sets in order to acquire the absolute order of each
essay written by a student. Then, they performed predic-
tions relying on an ensemble of decision tree algorithms.
The model was trained using 125 normalised features
capturing lexical and morpho-syntactic properties for
each essay. By using MALT-IT2 [26], the team was able
to include a set of features measuring text complexity
in terms of document length, and lexical, syntactic, and
morpho-syntactic properties. These features, however,
are available only for the Italian language, thus they were
used only for CItA predictions.

https://huggingface.co/dbmdz/bert-base-italian-uncased


Team Mem-
bers

Affiliation Sub-
task

Runs per
Language

BERT_4EVER 4 Guangdong University of Foreign Studies, Guangdong
University of Technology, China

1 3

aroyehun_angel 2 Instituto Politecnico Nacional, Mexico 1 2
bot.zen 6 Eurac Research, Italy 1 1
IUSSnets 3 Iuss Pavia, Italy 1 1
ExtremITA 4 Universitá degli Studi di Roma Tor Vergata, Universitá

di Torino, Italy
1 2

Table 3
Teams participating in EVALITA 2023 LangLearn shared task. For each team, we detail the number of team members, their
affiliations, the sub-task(s) they participated in, and the number of submitted runs for each language of the shared task.

IUSS-Nets [27] approached LangLearn using linguis-
tics features (e.g. density of various part-of-speech cat-
egories, frequency of different kinds of syntactic con-
stituents, mean sentence length, etc.) extracted using the
existing Common Text Analysis Platform, or CTAP [28],
and surprisal-based metrics derived from token probabil-
ities obtained using pretrained language-specific BERT
models. These different pieces of information were en-
coded in features used in random forest classifiers. In-
terestingly, unlike most systems in LangLearn, which
obtained better performance on the CItA dataset than on
COWS-L2H, this approach produced higher accuracy and
F-Score on COWS-L2H. In fact, it produced the strongest
results on the COWS-L2H dataset among those submit-
ted. Although its performance on CItA was not among
the strongest submitted, it was still substantially above
the baseline.

ExtremITA [29] team participated in the task with two
Language Models trained in a multi-task learning frame-
work. The first model is an encoder-decoder based on
IT5-small [30], while the second model was a decoder
based on Camoscio [31], the Italian version of LLaMA
[32]. These models show substantial differences in terms
of parameter count, with IT5-small comprising around
110 million parameters, whereas the utilized version of
Camoscio encompasses 7 billion parameters. Both mod-
els underwent joint fine-tuning on all EVALITA 2023
tasks and sub-tasks, leveraging prompting techniques.
Specifically, for the LangLearn task, the extremIT5 model
received each instance of the dataset with the task name
preceding it as input, and it produced the predicted la-
bel as output. Conversely, the extremITLLaMa model,
which requires a structured prompt, was provided with
a textual description of the task and the desired output
format specification, as follows: “Questi due testi sepa-
rati da [SEP] sono presentati nell’ordine in cui sono scritti?
Rispondi sì o no”. As regards the dataset treatment, some
preprocessing steps were adopted: firstly, the dataset was
segmented into sentences, allowing a maximum of 100
tokens per sentence. Additionally, in order to augment

CItA
Team Accuracy F-Score
BERT_4EVER-BERT 0.932 0.934
BERT_4EVER-Merge 0.925 0.927
BERT_4EVER-Sequential 0.925 0.926
aroyehun_angel-system2 0.863 0.865
aroyehun_angel-system1 0.840 0.845
bot.zen 0.834 0.837
IUSS-Nets 0.645 0.673
ExtremITA-camoscio-lora 0.596 0.613
Baseline 0.550 0.549
ExtremITA-it5 0.606 0.410

COWS-L2H
Team Accuracy F-Score
IUSS-Nets 0.753 0.752
aroyehun_angel-system1 0.703 0.708
BERT_4EVER-Sequential 0.641 0.663
Baseline 0.659 0.663
BERT_4EVER-Merge 0.616 0.631
BERT_4EVER-BERT 0.609 0.620
aroyehun_angel-system2 0.588 0.569
ExtremITA-camoscio-lora 0.575 0.553
bot.zen 0.497 0.517
ExtremITA-it5 0.506 0.160

Table 4
LangLearn shared task leaderboard.

the dataset, inverted sentence pairs were incorporated,
resulting in an expansion of the dataset from 3,377 to
6,438 examples.

6. Results
Table 4 reports the leaderboard of systems participat-
ing in the LangLearn shared task. Most systems outper-
formed the baseline when tested on CItA dataset while
surpassing the baseline proved to be more challenging on
COWS-L2H dataset. The team BERT_4EVER submitted
the best-performing systems in the L1 scenario, while
the highest score for the Spanish dataset was achieved
by the IUSS-Nets team. ExtremITA obtained the lowest



scores on both datasets.
Overall, we observe varying system rankings across

the two learning scenarios. We discuss such variation in
more depth in the next Section.

7. Discussion
Upon examination of system performance, we notice dif-
ferences in model performance between the CItA and
COWS-L2H datasets. Considering that each dataset re-
flects a different learning scenario, this might indicate
that the challenges posed by these scenarios were distinct.
One notable finding is that models leveraging stylistic
properties of essays, such as the IUSS-Nets model, were
more effective in the L2 setting. On the other hand, teams
that employed Neural Language Models achieved higher
results on the CItA dataset.

The observed differences in performance might be at-
tributed to two main factors: model architectures and
specific properties of the two learning scenarios. Con-
cerning the former, we highlight, for instance, that the
BERT model used by the BERT_4EVER team was pre-
trained only on Italian texts. This choice likely con-
tributed to its lower performance on COWS-L2H, despite
the simultaneous fine-tuning on both CItA and COWS-
L2H. In fact, while BERT was the best-performing model
of the BERT_4EVER team and overall on CItA, it was
surpassed on Spanish essays by their Sequential model,
which incorporates information about the interaction
between the essays in a pair. Similar observations can be
made for the bot.zen and IUSS-Nets teams. Both teams
employed classification models that leverage a set of ex-
plicit features capturing linguistic properties of the texts.
While both teams exploited features measuring raw text
properties and the distribution of part-of-speech and syn-
tactic dependencies for both languages, they differed in
terms of features that captured deeper textual properties.
Specifically, IUSS-Nets achieved the highest score on the
COWS-L2H dataset thanks to a wide set of features mea-
suring text complexity, sophistication, refinement, lexical
variety, and cohesion. Conversely, the bot.zen team was
unable to compute features capturing text complexity for
Spanish, resulting in lower scores for that language.

These results reflect also specific properties of the two
learning scenarios of LangLearn, which clearly affected
all systems submitted to the shared task. As observed
by [27], the evolution of writing abilities in a second lan-
guage shows greater variation in terms of style within
a shorter time period compared to a first language. We
can assume that during the learning phase of an L2, new
linguistic structures are acquired by the students in a
highly structured schedule dictated by the L2 learning
environment, gradually becoming more complex in a
somewhat uniform way. Consequently, the essays pro-

Team Accuracy F-Score
BERT_4EVER-BERT 0.855 0.865
BERT_4EVER-Merge 0.841 0.850
BERT_4EVER-Sequential 0.841 0.846
bot.zen 0.717 0.717
IUSS-Nets 0.648 0.683
ExtremITA-camoscio-lora 0.600 0.608
Baseline 0.566 0.559
ExtremITA-it5 0.655 0.537

Table 5
Results on the CItA Test set considering only unseen students.

duced by L2 learners may primarily serve as a measure
of their progress in acquiring these new, more complex
structures. On the other hand, L1 learners may face chal-
lenges from their teachers to enhance their proficiency in
accurately using linguistic structures they have already
acquired. As a consequence, L2 essays may exhibit more
significant stylistic variations as learners are faced with
the acquisition of new language structures. In contrast,
L1 essays over time may show a more accurate use of
already familiar linguistic structures, highlighting the
learners’ mastery of these elements.

To deepen our analyses on the CItA dataset, we com-
pared the system performance on a subset of essay pairs
that correspond to the most challenging prediction sce-
nario, i.e. considering pairs involving students whose es-
says appear only in the test set. The results on this subset
are reported in Table 5. As can be noted, the system rank-
ing remains unvaried, but the bot.zen and BERT_4EVER
systems suffer a drop in their performance on this set-
ting. The main cause of the decline in scores is due to
the increased complexity of this particular setting. In
fact, systems cannot rely on information extracted from
essays present both in the training and test sets, although
paired with different essays. As a result, the systemsmust
rely solely on their generalization abilities to discern sig-
nificant variations within each essay pair. However, it
is important to acknowledge that even in this particular
setting, the scores achieved by the BERT_4EVER team
significantly surpass the baseline. This further highlights
the potential of language models, particularly in the L1
classification scenario, as previously mentioned.

As a final remark, it is worth discussing the perfor-
mance of ExtremITA systems. This team employed two
Large Language Models to tackle all shared tasks pro-
posed in the EVALITA 2023 campaign and explored the
applicability of a single model in solving multiple differ-
ent tasks. Although extremITLLaMA achieved the top
position in 41% of all EVALITA sub-tasks (i.e., 13 out of 22
sub-tasks) and a top-three placement in 14 sub-tasks, the
results on LangLearn were just slightly above the base-
line on CItA and below the baseline on COWS-L2H. Such
a result lays the foundation for an interesting and highly



timely discussion on the effectiveness of these large and
powerful models on real-world tasks. It appears, in fact,
that tasks that are strongly affected by stylistic proper-
ties, such as language learning development assessment,
still pose challenges to these models.

8. Conclusions
In this report, we introduced LangLearn, the first shared
task dedicated to the development of systems able to au-
tomatically predict the development of language learning
starting from learners’ essays, in two learning scenarios
and in a multilingual setting. Analysis of the results from
the 9 submittedmodels indicates that the task of language
learning development assessment continues to present
numerous unresolved challenges. Notably, models that
relied on explicit stylistic features demonstrated supe-
rior performance in Spanish as an L2 learning scenario.
Conversely, Large Language Models showcased greater
effectiveness in Italian as an L1 learning scenario.

These findings shed light on the complex nature of
language learning assessment and suggest possible fu-
ture directions for future evaluation campaigns. On the
one hand, by leveraging insights from the LangLearn
task, researchers can devise new approaches that incor-
porate both explicit stylistic features and the strengths
of Large Language Models. On the other hand, the com-
parably lower scores achieved by the ExtremITA in our
task seem to prompt a new typology of evaluation cam-
paigns devoted to putting under pressure the potential of
Large Language Models, pushing the boundaries of their
language comprehension and generation capabilities.
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