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Abstract
Machine learning techniques applied to large and distributed data archives might result in the disclosure
of sensitive information. Data often contain sensitive identifiable information, and even if these are
protected, the excessive processing capabilities of current machine learning techniques might facilitate
the identification of individuals. This discussion paper presents a decision-support framework for data
anonymization. The latter relies on a novel approach that exploits data correlations, expressed in terms of
relaxed functional dependencies (rfds), to identify data anonymization strategies for providing suitable
trade-offs between privacy and data utility. It also permits to generate anonymization strategies leveraging
multiple data correlations simultaneously to increase the utility of anonymized datasets. In addition, our
framework provides support in the selection of the anonymization strategies by enabling an understanding
of the trade-offs between privacy and data utility offered by the obtained strategies. Experiments on
real-life datasets show that our approach achieves promising results in data utility while guaranteeing the
desired privacy level. Additionally, it allows data owners to select anonymization strategies balancing their
privacy and data utility requirements.
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1. Introduction
The increasing amounts of data available together with the advances in information technology
have brought several benefits and opened new opportunities for the industry, individuals, and
society. In particular, Big Data analytics has enabled the development of increasingly sophisticated
applications ranging from personalized medicine and e-commerce to crowd management and
fraud detection [1]. However, these applications have also introduced new privacy and ethical
challenges [2]. Big Data typically holds large amounts of personally identifiable information
(e.g., criminal records, shopping habits, credit and medical history, and driving records), which
can enable mass surveillance and profiling programs and raise several privacy issues [3].
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To prevent these issues arising, data protection and privacy frameworks usually define strict
requirements on the collection and processing of personally identifiable information. For instance,
the General Data Protection Regulation (GDPR)1 requires organizations to collect, process, and
share personal data only for legitimate and lawful purposes, and to periodically identify privacy
risks that can affect the data subjects.

Employing all the measures and procedures for the protection of personally identifiable
information, as required by data protection regulations and, especially, by the GDPR, can be
expensive for organizations. Thus, many organizations need to ensure that the personal data they
collect for data analytics are sufficiently anonymized to reduce the associated compliance burdens
[4, 5].2 To this end, they often eliminate any unique identifier for each user when collecting
personal data. However, this in itself may not solve the problem, since removing unique identifiers
might not be sufficient to guarantee data anonymity [6]. In fact, anonymized data could be
de-anonymized through cross-referencing with data gathered from other sources [7]. Moreover, the
application of machine learning techniques to anonymized data might still lead to the disclosure of
sensitive and confidential information about data subjects, thanks to the power of current predictive
models. On the other hand, we might still want to enable machine learning and data analytics
processes to extract useful knowledge and insights from data while avoiding the disclosure of
sensitive information. Thus, the challenge is to devise anonymization techniques that do not allow
re-identification of individuals by using machine learning techniques on anonymized data [6].

Related work. Several techniques relying on cryptography, randomization, and perturbation,
have been proposed to anonymize data in data sharing and analytics contexts [8, 9]. In our proposal,
we focus on anonymization techniques based on generalization. The latter consists of replacing
attribute values with more generalized ones to make the records in a dataset indistinguishable
from each other [10, 11]. When generalizing data to protect the privacy of individual records,
some information is lost, which can impact the data utility for further analysis [7, 6]. Current
solutions usually suggest approaches to meet anonymity requirements while minimizing loss of
information or trade-off between privacy and data utility requirements [12, 13, 14]. However,
generalization strategies often fail to consider correlations in the data, resulting in excessive
penalties to data utility.

Contribution. In this discussion paper, we describe the data anonymization framework proposed
in [15]. In detail, such framework exploits (multiple) data correlations, represented as relaxed
functional dependencies (rfds) [16], in order to define generalization strategies that guarantee the
required level of privacy and supports the entity responsible for the anonymization of the data
(e.g., the data owner) in balancing privacy and data utility requirements.

The remainder of the paper is organized as follows. Section 2 presents the problem statement
and Section 3 describes the proposed approach. Section 4 presents experimental results, whereas
Section 5 concludes the paper and provides directions for future work.

1GDPR - Final version URL: http://data.consilium.1125europa.eu/doc/document/ST-5419-2016-INIT/en/pdf.
2Notice that the principles of the GDPR do not apply to anonymized information, i.e., information from which the data
subject is no longer identifiable.
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age workclass fnlwgt education maritial-status occupation relationship sex capital-gain classes
𝑡1 39 State-gov 77516 Bachelors Never-married Adm-clerical Not-in-family Male 2174 >50K
𝑡2 50 Self-emp-not-inc 83311 Bachelors Married-civ-spouse Exec-managerial Husband Male 0 >50K
𝑡3 38 Private 215646 HS-grad Divorced Handlers-cleaners Not-in-family Male 0 <=50K
𝑡4 53 Private 234721 11th Married-civ-spouse Handlers-cleaners Husband Male 0 <=50K
𝑡5 37 Private 159449 Bachelors Married-civ-spouse Prof-specialty Wife Female 0 >50K
𝑡6 37 Private 284582 Masters Married-civ-spouse Exec-managerial Wife Female 0 <=50K
𝑡7 49 Private 160187 9th Married-spouse-absent Other-service Not-in-family Female 0 >50K
𝑡8 52 Self-emp-not-inc 209642 HS-grad Married-civ-spouse Exec-managerial Husband Male 0 <=50K
𝑡9 38 Private 45781 Masters Never-married Prof-specialty Not-in-family Female 14084 >50K
𝑡10 49 Private 159449 Bachelors Married-civ-spouse Exec-managerial Husband Male 5178 >50K

Table 1
A sample dataset containing users’ information.

2. Problem statement
Classification models capture correlations between the attributes of individuals and a class value,
and are often used to predict the class value for any unseen new observation. Classification models
are built from a training dataset, which might contain sensitive information. This information
could be inferred from the classification model by exploiting the correlations encoded in the model
[17]. To this end, training data are usually anonymized by removing identifiable information
before the classifier is trained. However, data can still be re-identified using quasi-identifiers [6].
Example 1. Let us consider the sample dataset in Table 1, which is extracted from the Adult
dataset3. Each tuple describes an individual, where age, workclass, fnlwgt, education,
maritial-status, occupation, relationship, sex, and capital gain are attributes char-
acterizing her, whereas attribute classes indicates whether her annual income is greater or lower
than 50𝐾. From this sample dataset it is possible to narrow down tuple 𝑡1 to a specific individual
by looking, for instance, at the age attribute, as this is the only tuple for which age is equal to 39.

This simple example shows that only removing identifiable information from a dataset might
not be sufficient to guarantee anonymization. Anonymized data can be re-identified by linking
the data by means of other data sources [18]. An anonymization model largely used for this
purpose is 𝑘-anonymity [19], which requires that at least 𝑘 individuals in the dataset share the
same set of attribute values.

In this work, we propose a novel anonymization technique that uses generalization and 𝑘-
anonymity validation to anonymize a dataset while minimizing the loss of data utility. To this end,
we exploit data correlations in the dataset, expressed in terms of relaxed functional dependencies
(rfds), as a guideline to define suitable generalization strategies.

3. A decision-support framework for data anonymization
This section presents a decision-support framework for data anonymization we propose in [15]. In
detail, given an input dataset and a taxonomy of its quasi-identifiers, we first extract generalization
rules expressed in terms of rfds and use them to determine which attributes should be generalized
and at which level. To assess the quality of a generalization rule, we first apply it to the input
dataset to replace attribute values with more general ones, and then compute the anonymity level
and the data utility for the resulting generalized dataset. In a second step, we extend the coverage
of the rfds that satisfy a given level of anonymity by joining generalization rules to increase
data utility. The data anonymization and utility provided by the obtained extended rfds are then

3https://www.openml.org/d/179
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assessed as in the previous step. The obtained generalization rules provide data owners with a
view of which generalization rules can be used to anonymize their datasets and their effects in
terms of data utility and anonymization.

3.1. Generalization rule extraction
The first phase of our approach aims to extract generalization rules in terms of rfds and to
determine the level of anonymity and data utility they achieve when applied on a dataset. rfds
are extracted from the input dataset, along with the generalization levels (defined with respect to
the given attribute taxonomies), by integrating the semantics of roll-up dependencies [20].
Definition 1. (Roll-up dependency). Let 𝐺 be a genschema of a relation schema 𝑅 and
𝑋,𝑌 ⊆ 𝑎𝑡𝑡𝑟(𝑅), a roll-up dependency (rud) 𝑋Φ1 → 𝑌Φ2 is valid on an instance 𝑟 of 𝑅, if and
only if for each tuple pair (𝑡1, 𝑡2) of 𝑟, if Π𝑋(𝑡1) and Π𝑋(𝑡2) are 𝛼-equivalent, then also Π𝑌 (𝑡1)
and Π𝑌 (𝑡2) must be 𝛼-equivalent, where 𝑡1, 𝑡2 are said to be 𝛼-equivalent iff they become equal
after rolling up their attribute values at most as many levels as the ones specified by 𝛼.

During rfd extraction, we only consider rfds having the classification attribute (i.e., attribute
classes in the example dataset of Table 1) on the right-hand side, with generalization level
equal to 0. This is because we are interested in the generation of anonymized datasets that can
be used to train a classification model. Accordingly, our focus is on correlations involving the
classification attribute and preserving its original values.
Example 2. Suppose that the following rfd is extracted from the dataset of Table 1:
age≤3, fnlwgt≤2 → classes≤0. The right-hand side of the rfd contains the classifica-
tion attribute classes, whereas the left-hand side contains the subset of attributes age and
fnlwgt to be generalized. The generalization level is defined by the values after the tag “≤”.

Moreover, data owners are left with the task to determine which generalization rules should
be used for the anonymization of their datasets. This can be a complex task, as a large number of
rfds can be potentially extracted from the dataset itself [21, 4], and not all of them might satisfy
the desired level of anonymity. In addition, rfds usually capture basic correlations in the data,
involving a limited number of attributes and, thus, limiting the data utility that can be achieved
from their application. Increasing the number of attributes on the left-hand side of an rfd will
make it possible to involve more attributes in the anonymization of the dataset, and thus, increase
its data utility [7]. However, the use of more attributes could reduce the level of anonymity
guaranteed by the generalization rules. Therefore, the data utility can be improved only where,
and to the extent that, the minimum level of anonymity required by the data owner is satisfied.

3.2. Generalization rule selection and improvement
This phase of the approach aims to generate a set of candidate generalization rules from the rfds
derived in the previous phase of the approach (cf. Section 3.1), which satisfy at least a given level
of anonymity and, at the same time, limit the data utility loss due to the anonymization process.

rfds may not guarantee a level of anonymity that is acceptable for the data owner. In particular,
the data owner might define minimum anonymization requirements for a dataset to be shared with
other parties. According to the 𝑘-anonymity model, we model these requirements as a user-defined
threshold 𝑡, indicating the minimum anonymity level that the dataset should satisfy in order to be
considered for sharing. We use the threshold 𝑡 to determine whether an rfd provides a sufficient
level of anonymity. To check if an rfd is suitable for anonymization, the rfd is applied to the



original dataset and the anonymity level 𝑘 of the obtained anonymized dataset is computed using
the 𝑘-anonymity model. If the anonymity level 𝑘 of the obtained anonymized dataset is equal
or greater than the user-defined threshold 𝑡, then the rfd satisfies the minimum anonymization
requirements, and it is considered in the anonymization process; otherwise, the rfd is discarded.

The rfds capture only basic correlations in the data, hence limiting the data utility that can
be achieved through their application. To this end, we analyze the attributes involved in the rfds
and define a coverage strategy to increase the number of selected attributes to be used for the
anonymization of the dataset. Our strategy compares the rfds and determines which ones can be
combined to improve data utility. The intuition is that joining rfds allows to account for multiple
data correlations simultaneously, hence increasing the number of attributes that can be used.
Since combined rfds have to be valid on the considered dataset, not all rfds can be combined.

We introduce the notion of compatible rfds, which specifies when two rfds can be joined.
Intuitively, two rfds are compatible if and only if their left-hand side attributes are disjoint or
occur with the same generalization level, as formalized in Definition 2.

Definition 2 (rfd Compatibility). Let 𝑋Φ → 𝐶≤0 and 𝑋 ′
Φ′ → 𝐶≤0 be two rfds such that

𝑋 = {𝐴1, . . . , 𝐴𝑛}, 𝑋 ′ = {𝐵1, . . . , 𝐵𝑚}, and each attribute 𝐴𝑖 (𝐵𝑗) is associated with a
generalization level 𝜑𝑖 (𝜑′

𝑗) in Φ (Φ′). We say that the two rfds are compatible if and only if:

• 𝑋 ∩𝑋 ′ = ∅, or
• ∀𝐴𝑖 ∈ 𝑋 and 𝐵𝑗 ∈ 𝑋 ′, such that 𝐴𝑖 = 𝐵𝑗 ∈ 𝑋 ∩𝑋 ′, then 𝜑𝑖 = 𝜑′

𝑗 .

Notice that, in our approach we consider possible generalization rules according by guaranteeing
the following constraints: (i) a set of rfds can be combined into a new rfd if and only if each rfd
is compatible with the others; and (ii) if the combination of two rfds does not meet the minimum
anonymity level, any combination of rfds that includes those rfds will not satisfy the minimum
anonymity level, and hence, it will be discarded. Identifying the optimal candidate rules can be
seen as a multi-objective optimization problem and, thus, we use the notion of Pareto-optimality
and Pareto frontier [22] to guide the data owner in the selection of suitable generalization rules.

4. Experiments
We performed a number of experiments to evaluate the approach proposed in Section 3. In
particular, we studied whether joining rfds and, thus, accounting for a larger set of attributes,
result in anonymization strategies that allow to obtain anonymized datasets with higher data
utility. Moreover, we investigated the trade-off between anonymization and data utility that can be
achieved by using generalization rules and how to devise strategies for selecting the generalization
rules to be used for data anonymization. More specifically, our experiments were driven by the
following research questions:

RQ1: What is the impact of combining generalization rules on data utility?

RQ2: Which trade-off between privacy and data utility can be achieved by using generalization rules?

RQ3: How much effort is required by a data owner to identify the generalization rule to apply?
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Figure 2: Variation of the number of rfds
at the increase of the anonymity level.

The first research question (RQ1) aims to test our hypothesis and provide insights on the impact
that combined generalization rules produce on the data utility. RQ2 aims to assess the trade-off
between anonymization and data utility that can be achieved using generalization rules. RQ3
aims to evaluate the effort required to a data owner to determine the generalization rule to apply
for the anonymization of her dataset, in terms of the number of rules returned by our approach.

4.1. Results
In this section, we present the results of experiments and answer our research questions. In
particular, to determine the anonymity level offered by a generalization rule, we apply the
generalization rule to the original dataset and compute the minimum number of tuples in the
generalized dataset that are indistinguishable with respect to the quasi-identifiers, representing the
𝑘-anonymity level that the generalized dataset can guarantee by applying such a generalization
rule. Moreover, data utility is measured in terms of classification accuracy and information gain.
In the experiment, classification accuracy was computed using both the decision tree and the
Support Vector Machine classifiers, whereas information gain was computed by using the decision
tree classifier only. The remainder of this section discusses only a portion of the obtained results,
whose complete version can be found in [15].

RQ1: What is the impact of combining generalization rules on data utility? This research
question aims to evaluate the benefits of combining generalization rules, represented through rfds,
to generate strategies for data anonymization, which maximize data utility while guaranteeing
a desired level of privacy. We expected that, on average, the combination of rfds provides
generalization rules with higher data utility compared to those directly extracted from the data.
To measure this, we compare such sets of rules in terms of classification accuracy and information
gain. In the analysis, we consider all generalization rules that achieve an anonymity level of at
least 2 (i.e., 𝑘 ≥ 2). Figures 1 show the accuracy that can be achieved using the generalization
rules directly extracted from the data (red boxes) and using the combined rules (blue boxes) at
the varying of sampling percentage for the Electricity dataset4. We can observe that, combining
generalization rules improves the accuracy (obtained using the ID3 decision tree classifier) for
all sampling percentages, except for the 50% sampling percentage for the Electricity dataset. This
is because many generalization rules extracted for this sampling percentage contain the same
attributes with different generalization levels and, thus, they are incompatible or their combination

4https://datahub.io/machine-learning/electricity
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Figure 4: Trade-off between privacy and information gain.

violated the privacy requirement over 𝑘 (i.e., 𝑘 < 2). Our experiments also show that combining
generalization rules improves information gain for the Electricity dataset, as illustrated in Figures 2.

RQ2: Which trade-off between privacy and data utility can be achieved using
generalization rules? We expect that data utility decreases when the anonymity level increases.
This is because achieving a higher level of anonymity requires higher generalization levels, leading
to less specificity of data. To understand which trade-off between privacy and data utility can be
achieved, we quantify these effects by showing how accuracy and information gain vary when the
anonymity level increases. Figures 3 show the trade-off between accuracy and anonymity level for
the Electricity dataset. The 𝑥-axis reports the anonymity levels (in log scale), whereas the 𝑦-axis
reports the best accuracy that can be achieved by applying the generalization rules that satisfy
a given anonymity level. The baseline accuracy is obtained over the non-anonymized version
of the datasets. Each vertical dashed line in the plots represents the maximum anonymity level
that can be achieved using a given sampling percentage (5%, 10%, 20%, and 50%). As expected,
we can observe that, for the Electricity dataset, the accuracy decreases when the anonymity
level increases, and that the highest anonymity level is achieved for the 5% sampling. Figure
4 shows the trade-off between information gain and anonymity level for the Electricity dataset.
Similarly to the results obtained for accuracy, information gain decreases when the anonymity
level increases, and the highest anonymity level is achieved for the 5% sampling.

RQ3: How much effort is required by a data owner to identify the generalization rule
to apply? A large number of generalization rules can be potentially returned by our approach,
leaving the data owner with the burden to identify which generalization rule should be applied. To
assist the data owner in this task, we employed an approach based on Pareto-optimality to identify
those rules providing a suitable trade-off between privacy and data utility. Next, we evaluate such
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approach and, in general, the effort required to a data owner to determine the generalization rule to
apply, in terms of the number of rules returned by our approach. Figure 5 reports the total number
of rfds obtained using our approach at the increase of the anonymity level for each sampling
percentage, before (left plot) and after (right plot) the application of Pareto-optimality, for the
Electricity dataset. We can observe that the sampling percentage has a large impact on the number
of rules, the use of lower sampling percentages typically results in a larger number of generalization
rules. An in-depth analysis (not reported here for lack of space) shows that the number of combined
generalization rules is also higher for lower sampling percentages. This is mainly due to the
fact that generalization rules obtained for lower sampling percentages typically involve few
attributes, yielding many possibilities to combine them with each other. The results also show
that the application of Pareto-optimality significantly reduces the number of generalization rules
to be considered by data owners when anonymizing their datasets. For example, the use of
Pareto-optimality yields a reduction of the total number of generalization rules, which achieve
at least an anonymity level equal to 2, between 60% and 63% for the Electricity dataset where
the largest reduction is obtained for the 5% sampling. When deriving rules using low sampling
percentages, Pareto-optimality tends to preserve more combined rules than rules directly extracted
from the data, whereas this consideration is reversed when the sampling percentage increases.

5. Conclusion
This work presents a decision-support framework for data anonymization with application
to machine learning processes. The approach extracts rfds from the data to define possible
generalization rules and combine them to derive anonymization strategies guaranteeing a higher
data utility. Pareto-optimality is then employed to identify those generalization rules that provide
optimal trade-offs between privacy and data utility. Results show that the proposed approach
enables a data owner to identify effective anonymization strategies.

In the future, we plan to investigate the application of other data utility and privacy metrics
and study their impact on the trade-off between anonymization and data utility, as well as the
applicability of our approach to other data sharing contexts [23].
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