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Abstract
A variety of news articles features can be used to tailor news content. However, only a few studies have
actually compared the relative importance of different features in predicting news reading behavior
in the context of news recommender systems. This study reports the results of a conjoint experiment,
where we examined the relative importance of seven features in predicting a user’s intention to read,
including: topic headline (Abortion vs Meat Eating), reading time, recency, geographic distance, topical
preference match, demographic similarity, and general popularity in a news recommender system. To
ensure an externally valid result, the study was distributed among a representative Norwegian sample
(𝑁 = 1664), where users had to choose their preferred news article profile from four different pairs. We
found that a topical preference match was by far the strongest predictor for choosing a news article,
while recency and demographic similarity had no impact.
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1. Introduction

News recommender systems face various domain-specific challenges [1, 2]. A user’s interest can
strongly depend on contextual factors [1], such as time of the day, the user’s current location,
or the technology used to read the article [3, 4, 5]. Moreover, while most recommender systems
use historical data to present content that a user likes or needs [6, 7, 8], this is challenging in
news. There is a fast churn of items, news articles may be updated, and many users do not log
in at all [9, 10, 11].

Most news recommender systems face a ‘permanent cold-start problem’ [1]. Besides showing
the most recent items [12], many news recommender applications therefore focus on content-
based recommendations. Central to such approaches are different news article features [1].
These can describe the article’s content, authorship, and contextual factors. The list of possible
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features is long, for it can not only include news article content (e.g., title or headline, keywords),
but also a user’s location or time of the day [13]. Such features can be used in various methods
of similarity comparisons, such as TF-IDF and cosine similarity [14, 15].

Only a few of these features may be deemed useful by users. Studies have examined news
recommender scenarios through so-called similar-item recommendations [1, 16]. This is a
common method of recommendation on news websites, using the rationale to show ‘more like
this’ of a reference news article a user likes [17]. Recommendation approaches typically involve
similarity functions, falling in line with studies on semantic similarity [18].

It is unclear how important each news article feature is, relatively speaking. Most studies
involve offline evaluation [1], focusing on training a model using a subset of features with the
goal of improving accuracy, instead of performing a holistic evaluation of multiple features.
One study [17], in the context of semantic similarity, has shown that title-based and body-text
similarity functions seem to represent user similarity judgments better than recency-based or
image-based features do. This suggests that users are more likely to rate recommendations
based on news article text as accurate in a personalization scenario. However, this study did
not include all factors, such as the proximity of a reader to the news event [19, 20], whether the
news article is among the most read articles [21], or whether it is clear why the news article is
recommended to a user [22]. Moreover, such studies have not directly compared the relative
importance of all news article features.

It is not entirely clear which recommendation mechanisms users would like a news recom-
mender system to take into account. For example, while the offline performance of different
recommendation approaches has been examined [1], it is less clear whether users would prefer
recency-based recommendations (i.e., content-based) over crowdsourced-based recommenda-
tions (i.e., collaborative filtering). Moreover, it is also unclear how their importance relates to
other factors, related to personalization based on demographics.

While numerous studies have looked into algorithmic optimization of news retrieval and
recommendation [1, 23], less is known about how users evaluate presented recommendations.
Also, the study of Starke et al. [17] only involves a user’s similarity judgment as a dependent
variable, and does not include an evaluative measure that is directly related to a recommendation
scenario.

1.1. Research Question and Contribution

In this study, we examine the relative importance of a variety of factors in a news recommenda-
tion scenario. Included are seven features, which have been identified in earlier studies on news
recommendation [1]. First, a news article’s topic and whether it aligns with a user’s interests,
because topic modeling and tags are at the core of many news recommender approaches [24],
transparency about whether it aligns with a user’s previous rating (cf. [25, 26]), and whether
the news article is recommended or not. Moreover, we compare the importance of whether
the news article is recent, whether it is among the most popular news articles, whether it is a
short or long article (i.e., reading time), and whether the news article discusses events that are
spatially close to the user (i.e., proximity). We present the following research question:

• RQ: In the context of news personalization, which news article features are the strongest
predictors of a user’s intention to read?



This research question is examined using a method that is novel for the recommendation
domain. Whereas most studies will focus on offline evaluation or some form of online evaluation,
possibly in the context of an evaluation framework [27, 28], this study presents a controlled
experiment. We employ conjoint analysis [29], a type of experiment that is increasingly used in
social science research, which aims to understand multidimensional decision-making, through
for instance a best-to-worst scaling of different factors by asking users to indicate a preferred
alternative from multiple set of options. Since each of these items contains certain values for
different attributes, the importance of these attributes can be determined [29]. This method is
one of the most notable advancements in social science experimental research in the last decade
[30]. In this study, we present pairs of news articles that users need to choose between in terms
of their preferences.

Another stand-out aspect of this study is its sample. Our news article vignettes have been
evaluated by a representative sample of the Norwegian population, being part of a survey
administered by the Norwegian Citizen Panel (NCP). Whereas many computer science studies
currently rely on crowdsourcing participants from websites such as Amazon MTurk or Prolific
due to convenience and an improvement in quality compared to university student samples
[31], their demographic characteristics are far from representative of the larger population [32].
This is particularly important in the news recommender domain, where not only predictive
accuracy should be considered, but also democratic and normative values [33, 34].

2. Methods

In a choice-based conjoint experiment with a probability-based representative sample of Nor-
wegian Internet users (𝑁 = 1664), we tested the effects of news headline features and news
recommender system features on users’ intention to click on and read a full news article.

2.1. Participants

Our data collection was part of the 24th wave of the Norwegian Citizen Panel (NCP) in June 2022.
The NCP is a highly-respected time-sharing online survey panel that collects high-quality survey
data—representative of the Norwegian adult population—three times a year using probability-
based sampling. While costly (i.e., our study cost ≈ 17.000 €), probability sampling is considered
“the gold standard” of survey research [35], as the entire adult population of Norway has an equal
and known probability of being invited. NCP’s time-sharing strategy also ensures that the high
cost of collecting such high-quality data is distributed over a large number of studies. The entire
panel of the NCP’s respondents are gathered through postal recruitment of individuals over 18
years, with regular new recruitment due to well-known issues of panel attrition over time [36].
These individuals were randomly selected for recruitment from Norway’s National Registry:
a list of all individuals who either are or have been a resident of Norway, maintained by the
official Tax Administration. NCP’s data are available free of cost for scholars via the Norwegian
Social Science Data Archive. For more details about response rates or other methodological
matters, please refer to the NCP methodology reports [37].

10.160 of NCP’s panel respondents participated in the 24th wave of the NCP. Demographic
information was collected for all panel respondents. A random sub-sample of 1664 participants



in the NCP were randomly assigned to and completed our experiment. In our sub-sample, 49 %
were female, 66 % had a higher education, and the median year of birth was between 1960-1989.

2.2. Procedure, Research Design, Materials

Our research question was addressed using a conjoint experiment. In such experiments, par-
ticipants are typically asked to choose between 𝑌 number of alternatives in terms of a specific
dependent variable, such as favorability or appropriateness [30]. Each alternative, referred to
as a Profile, contained randomly assigned levels of different features. By predicting for each
choice set what alternative was chosen in terms of its feature values, the relative importance of
each feature can be determined.

The news profile task is depicted in Figure 1. For each choice task, participants were asked to
choose between the two profiles, selecting the news story they would prefer to click on and
read. Each respondent evaluated two profiles of news item recommendations through four
consecutive choice tasks, resulting in a total of 13.311 observations.

In this study, participants were presented with pairs of news article profiles (i.e., descriptions).
Each profile was composed of seven news article features with two levels. As can be observed
from Figure 1, these features had distinct levels that were randomly assigned to each profile. As
such, more than 27 combinations were possible, as it was formally a 2x2x2x2x2x2x2 research
design.

The seven specific features, what they represented and the involved levels are outlined in
Table 1. For instance, each profile featured a randomly selected headline (out of four headlines
that were based on actual Norwegian news stories from the newspapers “Vårt Land”, “TV2”,
“NRK”, “Dagsavisen”, and “ABC nyheter”) on the topic of either abortion and meat prices (in
response to mitigating climate change)1. In addition, each profile featured information whether
it was recommended, or not, due to, for instance, the demographic similarity, compared to
the respondents, of other users who had read the story. The features were selected based on
relevance in earlier work on news recommender systems (cf. [24, 1]); more detail can be found
in Section 2.3. As we opt for a statistically efficient conjoint design [38], and because each
feature only varied between two levels, each profile pair always displayed different feature
levels. To illustrate, if Profile 1 displayed a headline on abortion, Profile 2 always displayed a
headline on meat prices, and vice versa.

2.3. Measures

Independent variables. All experimental treatments (i.e., our independent variables) are listed
in Table 1. We provide additional detail on three of these attributes. First, the Topical Preference
factor was generated through, earlier in the survey, asking each respondent to rank a list of five
topics through the question “Below are a number of topics that Norwegian newspapers write
about. Please rank the topics according to which one you would like to know more about. You

1Note that although this strictly speaking involved more than two levels for the news headline feature, the two
relevant levels for the research design were the differences in topic, not the specific ‘example’ headline. Variation
was implemented due to the repeated measures per participant, while designated two levels per feature represented
a statistically efficient research design.



Figure 1: Screenshot of the experiment from the respondents’ point of view.



Table 1
Overview of features used in the study. The feature type ’Article’ refers to article features while ’RS’
refers to Recommender System features.

Feature Type Feature Levels

Article Topic in Headline Meat prices
Extension of Abortion Rights

Article Reading time 2 minutes
15 minutes

Article Recency of Publication 2 minutes ago
5 days ago

RS Geographic Distance Close
Distant

RS Topical Preference Match Yes
No

RS Demographic Similarity Read by people like you
Not read by people like you

RS Popularity-based Among Most Read
Among Least Read

should rank the topic that you would most like to read about at the top and the one that you
are least interested in reading at the bottom.” Based on each respondent’s ranking of these five
topics, a script matched each respondent’s ranking of topics with the topics presented in the
experiment. If the respondent had ranked one topic higher than another, the experiment would
present respondents with the following wording: “You have previously indicated that you are
interested in knowing more about the subject of the article. The article has therefore been
suggested to you, based on your ranking of the topic.” Vice versa, respondents were presented
with the following wording: “You have previously indicated that you are less interested in
knowing more about the subject of the article. The article has therefore not been suggested to
you, based on your ranking of the topic.”

Second, the Geographical Distance factor mentioned a geographical place that was either close
or distant to the respondent, based on panel information of each respondent regarding where
they live. This information was exclusively displayed to the respondents and only recorded
as either “close” or “distant” to guarantee the utmost privacy of personal information for each
individual participant.

Third, the Demographic Similarity feature was created based on the panel information
of each participant. A recommended article featured the following wording “This article is
widely read among [respondent’s gender] in the [respondent’s age group] age group living in
[respondent’s Region], and is therefore suggested for people like you.” Vice versa, an article that
was not recommended featured the following wording: “This article is not widely read among
[respondent’s gender] in the [respondent’s age group] age group living in [respondent’s Region],
and is therefore suggested for people like you.” The information on gender, age, and region was
exclusively displayed to the respondents and only recorded as either “recommended” or “not
recommended” to guarantee the utmost privacy of personal information for each individual
participant.



Dependent variable. Our outcome of interest in this paper is the participants’ binary choice
between two news stories. The participants’ task was to select which news item they would
click on and read based on the presented choices through the question “Which of these two
stories are you most likely to click on to read more?”, with the binary choice between “News
story 1” and “News story 2” as the dependent variable. The choice made in the study was
considered a stated intention to read, relative to the other news article presented.

2.4. Analysis

The conjoint design enabled us to analyze the influence of individual news article features. To
compare treatment effects, we estimated the average marginal component effects (AMCE) of
each treatment [29]. This represented the marginal effect of one feature averaged across the
joint distribution of the other factors. While such designs produce a high number of possible
treatment combinations, Hainmueller and colleagues [29] demonstrate that not all specific
combinations are required to estimate the AMCEs of each component.

We estimated the AMCEs by regressing each feature on news story selection. To this end,
logistic regression with within-respondent clustering was used to ensure robust standard errors
and get unbiased estimates of the variance [29].

3. Results

The results of our AMCE-based logistic regression analysis are displayed in Figure 2. The
dots indicated point estimates, bars illustrated 95%-confidence intervals, and dots without bars
represented the reference categories. The AMCEs could be interpreted as percentage points
[30]. The coefficients and significance levels are also presented in Table 2 below.

Table 2
Marginal effects (AMCE) of news recommender and news article features on a user’s intention to read,
i.e., the probability to click on and read a news story. Results stem from a logistic regression model,
clustered at the user level.

Feature 𝛽 (S.E.)

Topic in Headline (Meat prices, vs Abortion Rights) 0.04 (0.09)
Short Reading Time (2 minutes, vs 15 minutes) 0.05 (0.05)
Recency of Publication (2 minutes vs 5 days ago) -0.01 (0.05)
Geographical Proximity (Close, vs distant) 0.14 (0.05)∗∗

Topical Preference (Yes vs no) 0.87 (0.09)∗∗∗

Demographic Similarity (Similar vs Dissimilar) 0.07 (0.05)
Popularity-Based (Most vs Least Popular) 0.11 (0.05)∗

Observations 13380
Pseudo R2 (Cragg & Uhler) 0.067
AIC 17876.75
BIC 17929.27

Note: ∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, ∗𝑝 < 0.05



0
4

0
5

0
-1

0
14

0
87

0
7

0
11

 A
rt

ic
le

 fe
at

ur
es

 R
S 

fe
at

ur
es

Extension of Abortion Rights
Meat prices

15 minutes
2 minutes

5 days ago
2 minutes ago

Distant
Close

No
Yes

Not read by people like you
Read by people like you

Among Least Read
Among Most Read

Topic in Headline 

Reading time (Short)

 Recency of Publication

 Geographical Proximity

 Topical Preference

 Demographic Similarity

Popularity-based

-50 0 50 100
Marginal effects (%)

Figure 2: Effects (AMCE) of news recommender features and article features on probability to click on
and read a news story.

We observed no statistically significant treatment effects between any of the levels of the
news article features on preferring any news profile. This involved the specific headline, reading
time, and recency of publication. This suggested that although these features were used in
earlier studies, they were less important in determining user preferences for news articles than
features that emphasize recommender aspects.

Hence, in contrast, the news recommender system features, showed substantial effects. Working
from top to bottom in Figure 2 and Table 2, we observed that respondents are 14 percentage
points more likely to click on a news story if a news recommender highlights a location that is
geographically close to the user, compared to an alternative that is more distant. This suggested
that news article preferences are in part determined by local relevance.

The most substantial effect was found through topical preference recommendation. Respon-
dents were 87 percentage points more likely to choose a news story if it was recommended to
them due to a highlighted match in their topical interests, compared to a news story with a
topic that was lower ranked (𝑝 < 0.001). This effect was much stronger than those induced by



any of the other features, which suggested that transparent topical preference matching was
the most important feature.

The two remaining features showed mixed results. Highlighting demographic similarity
by indicating ‘people like you’ read this, did not lead to significantly more preference choices
than ‘not read by people like you’ (a non-significant difference of 7 percentage points). In
contrast, highlighting the popularity of a news article, compared to unpopularity, led to a small,
significant increase in user preferences by 11 percentage points (𝑝 < 0.05).

3.1. Conclusion

Overall, one feature had the largest impact. Comparing the treatment effects across all features
in our conjoint experiment, we observed that Topical Preference was the most important one (i.e.,
87 percentage points) for predicting news story selection, followed by Geographical Distance
and Popularity-based recommendations.

4. Discussion

We have presented the results of a user study with a novel approach in the context of news
recommender systems, employing a novel experimental design adopted from the social sciences.
Through a conjoint analysis, we have compared the impact of different news article features
and recommender system features on a user’s intention to read a news story. By doing so, we
have highlighted the relative importance of different news article features and recommender
system features that have been used in the past in news recommender studies [1], either in
offline learning tasks (cf. [13, 39]) or online evaluation studies (cf. [15, 17]).

Our study has involved a scenario in which both news article features and recommendation
methods are presented transparently to the user. In this context, we find that Topical Preference
is particularly important for a user’s news story selection. This indicates that news recommender
systems that focus on surveying users’ topic preferences, and recommend stories based on
the answers from such surveys, will likely have a higher chance or success rate in terms of
predicting clicks or reads. While prior work has argued that a topic match between the user
and news content should be more effective than a mismatch [24], our results contribute to
this literature by showing that it is far more effective than other forms of similarity, revealing
large differences with other features. Topical preference seems to trump similarity based on
demographic similarity, general popularity, and recency, all of which are also often used in
news recommendation [1].

Regarding the comparative evaluation of features, our findings are complementary to other
studies that examined multiple features simultaneously. For example, whereas Starke et al. [17]
show that title-based and body-text-based similarity resonate with a user’s similarity judgment,
we show which underlying mechanisms of recommendation are important in building user
preferences. Whereas other work in semantic similarity is focused on validating the ‘correctness’
of algorithmic functions [18], we have examined which features are preferred by users.

These findings are important because they provide direction for designers of news recom-
mender systems. They illustrate that some features are indeed more important than others
when it comes to predicting what a user may read. This might narrow what factors and features



should be considered in offline evaluation approaches, which are still the sole method in many
papers [1], to generate an algorithmic approach that actually resonates with users in online
evaluation [17, 18].

Another strong point of this study is its research population and sample. Very few studies
in recommender research have tapped into representative samples for their evaluation. One
reason may be that such evaluations are costly for session-based studies, where the behavioral
implications remain unclear [6], and therefore the sample is of less importance. Another reason
might be a systemic bias when it comes to how important such demographic characteristics
are. It could be, for example, that some studies with news recommenders have found favorable
results for a specific algorithmic approach because of a relatively young sample. By using a
representative sample from Norway, which is a typical ‘Western-type country’, the chance of
such a confounding bias is strongly reduced.

The extent to which our effect sizes hold up in more traditional Recommender studies is less
clear. For this study, some features have been subject to two ‘ends of the scale’. For example,
popularity was compared by showing either ‘least popular’ or ‘most popular’, which is unlikely
to happen in a recommender field experiment with news. There, popularity is one of many
possible approaches [24, 1], which would be juxtaposed to other ‘best guesses’, not a different,
‘intentionally poor’ approach. Thus, we caution that our results should not be used to make
absolute statements on the probability that a recommender system feature influences news use.
At the same time, the goal of this study has been to assess the relative importance of different
features. Taking the ‘whole spectrum’ of a feature, such as by using least and most popular, does
provide a clear assessment of a feature’s importance. While this importance could be reduced
with a different baseline, all features except the headline had such extreme values, deeming it a
fair comparison.

4.1. Limitations & Future Work

Themain limitation of our design is the use of only two news topics, which are both controversial.
Abortion and meat-eating has led to polarized discussions in society [40, 41], which might have
amplified the importance of a match in the topic at hand. Hence, such a strong effect may not
be found for more nuanced topics, as our design is limited to two (controversial) political topics
and might not generalize to other news topics and genres. In addition, the design does not
mimic real news use decisions and thus it is hard to determine the extent to which our findings
would be reproduced outside the experimentally controlled environment in which we conduct
our study.

Another limitation may explain the lack of a recency effect, which has been observed in
previous studies [1, 42]. Our headlines have not included breaking news elements, being more
“timeless” than many breaking news stories. This can, perhaps, have implications for recency,
for its importance may be amplified if a news story has just broken. Moreover, the fact that this
study has been rather hypothetical in the sense that only the headline, and not the entire news
article, were read, might have exacerbated the lack of a recency effect.

Considering all the limitations mentioned, we encourage future studies to employ a more
naturalistic reproduction of this study. We argue that the conjoint method could still be
used since it provides a fair feature-based comparison, but that the user interaction with the



recommender system should be part of a news website context. This way, the user’s profile 
may be more durable, and is not formed by a single preference elicitation session. 
Moreover, more recent news articles could be used, making the dependent variable also 
more relevant, in the sense that the presented news articles would be novel to a user. 
This way, a user’s intention could also be related to actual reading behavior, which has been 
investigated in some news recommender stories [24, 1]. Finally, assessing the effectiveness 
of a conjoint method for preference elicitation would be a valuable line of research. While 
only a few non-news domains have used this approach in recommender research [43], this 
would be new to the news recommender system domain, and a promising line of research.
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