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Abstract
Self-supervised speech models are a rapidly developing research topic in fake audio detection. Many pre-trained models can
serve as feature extractors, learning richer and higher-level speech features. However,when fine-tuning pre-trained models,
there is often a challenge of excessively long training times and high memory consumption, and complete fine-tuning is
also very expensive. To alleviate this problem, we apply low-rank adaptation(LoRA) to the wav2vec2 model, freezing the
pre-trained model weights and injecting a trainable rank-decomposition matrix into each layer of the transformer architecture,
greatly reducing the number of trainable parameters for downstream tasks. Compared with fine-tuning with Adam on the
wav2vec2 model containing 317M training parameters, LoRA achieved similar performance by reducing the number of
trainable parameters by 198 times.
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1. Introduction
Self-supervised pre-training has become a popular re-
search topic in recent years and has already been applied
in the fields of natural language processing and computer
vision. In the domain of speech processing, numerous
self-supervised speech models have been proposed, such
as wav2vec [1], wav2vec2[2], and HuBERT [3], which en-
ables learning of high-level representations of the speech
signal. These models have been successfully applied
in various areas, including speech recognition, speaker
recognition, and emotion recognition [4, 5]. However, in
the realm of fake audio detection, only a limited number
of studies have explored the use of pre-trained models
as feature extractors. Specifically, some researchers have
employed the pre-trained wav2vec2 model, which has
demonstrated the ability to extract more robust deep fea-
tures [6], and has been applied in the recent ADD2022
challenge [7, 8]. This model takes the raw waveform as
input and learns speech information from a large amount
of unlabeled speech data, potentially containing valuable
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information for identifying fake audio. In addition to
wav2vec2, other studies have investigated various self-
supervised models as potential feature extractors for the
spoof detection task [9].

The method of using wav2vec2 as a feature extractor
typically requires fine-tuning on the training set. This
process requires updating all parameters of the wav2vec2
model to create a new model that contains the same pa-
rameters as the original one. This process requires a large
amount of computing resources for training as well as
specialized graphics memory. For example, the Wav2vec2
XLSR [10] contains 317M parameters. In addition, fine-
tuning can easily suffer from catastrophic forgetting and
memory-based overfitting when used with datasets con-
taining specific tasks [11].

In recent years, the research results in the field of nat-
ural language processing (NLP) have developed rapidly,
and various efficient transfer learning methods have
emerged, such as adapter-based [12], prefix-based [13],
and low-rank adaptation (LoRA) [14] techniques. These
methods can achieve the most advanced effects with
only partial model parameters trained, avoiding the prob-
lems brought by full-model tuning. In downstream tasks,
maintaining static freezing of large-scale pre-trained lan-
guage models (PLM) parameters, efficient parameter op-
timization methods are used to train only a small part of
additional task-specific parameters, thereby alleviating
extreme forgetting [15] without requiring extra mem-
ory and computing resources. However, these efficient
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Figure 1: Transformer architecture in wav2vec2 along with LoRA.

tuning methods are not systematically studied with self-
supervised models in fake audio detection.

Inspired by Hu et al. [14], we propose a low-rank adap-
tive method for pre-trained models used in fake audio de-
tection. By freezing the weights of the pre-trained model
and injecting a trainable rank decomposition matrix, we
reduce the number of trainable parameters to address
issues during fine-tuning. We conducted extensive exper-
iments on the ASVspoof2019 dataset, which showed that
compared to global fine-tuning, our approach reduced
the number of training parameters by 99.49% with only a
0.17% decrease in performance. Additionally, our method
reduces the hardware training threshold and increases
training speed.

The main contributions of this study can be summa-
rized as follows:

• To our best knowledge, we are the first to apply
the LoRA method to pre-trained models for fake
audio detection.

• The study found that our proposed method can
significantly reduce the number of model param-
eters while maintaining high performance and
improving training efficiency.

2. Proposed Methods
Fine-tuning a pre-trained model is a common method
used to further improve its performance on a specific
task. However, the requirement that the newly fine-tuned
model has the same number of parameters as the origi-
nal model results in a significant increase in computing
resources and higher costs. To address this issue, we

were inspired by [14] to adopt a new technique called
Low-rank Adaptation (LoRA), which can reduce com-
putational resource consumption when fine-tuning the
wav2vec2 model.

To fine-tune the pre-trained weight matrix𝑊 ∈ R𝑑×𝑘 ,
we utilized a low-rank decomposition method to limit its
update range. We express the update as 𝑊 = 𝑊 +∆𝑊 ,
where ∆𝑊 = 𝐵𝐴,𝐵 ∈ R𝑑×𝑟, 𝐴 ∈ R𝑟×𝑘 and 𝑟 is the
rank of the decomposition matrices with 𝑟 ≪ 𝑑. During
the training process, the parameters of 𝑊 were fixed and
did not receive any gradient updates, only the weight
matrices of 𝐴 and 𝐵 were trained. It should be noted
that both 𝑊 and ∆𝑊 have the same input vector. For
the original output ℎ = 𝑊𝑥, we obtained the refined
output after low-rank decomposition as follows:

ℎ = ℎ+∆𝑊𝑥 = ℎ+𝐵𝐴𝑥 (1)

In this study, we applied the LoRA technique at three
different locations of the multi-head attention layer in
the wav2vec2 transformer, specifically at the query, key,
and value vectors in the self-attention module, as shown
in Figure 1. Unlike the fully fine-tuned model, LoRA in-
troduces no inference latency and roughly converges to
training the original model’s performance within approx-
imately the same number of training iterations [14]. This
means that we can significantly reduce the computational
resources consumed during the fine-tuning process by
applying the LoRA technique, while maintaining stable
model performance.
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Table 1
The detailed information of ASVspoof2019 LA dataset.

Set #Genuine #Spoofed #Total

Train 2,580 22,800 25,380
Dev 2,548 22,296 24,844
Eval 7,355 64,578 71,933

3. Experiments

3.1. Dataset
ASVspoof 2019 LA [16] mainly has 19 spoofing attack
algorithms (A01-A19), including two types of spoofing
attacks: text to speech (TTS) and voice conversion (VC).
The LA data set contains three subsets: the training
set, the development set, and the evaluation set. Ta-
ble 1 details the number of real and fake audio of the
ASVspoof2019 LA dataset. The training set and develop-
ment set mainly include four TTS and two VC algorithms,
namely A01-A06. To better evaluate the performance of
the system, unseen spoofing attacks were added to the
evaluation set, including two known spoofing attacks
(A16 and A19) and 11 unseen spoofing attacks (A07-A15,
A17, and A18).

3.2. Evaluation Metrics
In this work, in order to evaluate the results of differ-
ent fake audio detection systems, the equal error rate
(EER) is used as the evaluation metrics. Previously, EER
is used in the ASVspoof challenges and ADD 2022 chal-
lenge [7, 16, 17]. A real-valued, finite numerical value
is assigned to each trial. It reflects the support for two
competing hypotheses, namely that the trial is a bona
fide audio or a manipulated one. But we do not optimize
a decision threshold, and thus nor do we produce hard
decisions. High detection score should indicate a genuine
utterance and low score should indicate a manipulated
utterance. The metric in this paper is the ’threshold-free’
EER, defined as follows. Let 𝑃𝑓𝑎(𝜃) and 𝑃𝑚𝑖𝑠𝑠(𝜃) denote
the false alarm and miss rates at threshold 𝜃.

𝑃𝑓𝑎(𝜃) =
#{𝑠𝑝𝑜𝑜𝑓 𝑡𝑟𝑖𝑎𝑙𝑠 𝑤𝑖𝑡ℎ 𝑠𝑐𝑜𝑟𝑒 > 𝜃}

#{𝑡𝑜𝑡𝑎𝑙 𝑠𝑝𝑜𝑜𝑓 𝑡𝑟𝑖𝑎𝑙𝑠} (2)

𝑃𝑚𝑖𝑠𝑠(𝜃) =
#{𝑔𝑒𝑛𝑢𝑖𝑛𝑒 𝑡𝑟𝑖𝑎𝑙𝑠 𝑤𝑖𝑡ℎ 𝑠𝑐𝑜𝑟𝑒 < 𝜃}

#{𝑡𝑜𝑡𝑎𝑙 𝑔𝑒𝑛𝑢𝑖𝑛𝑒 𝑡𝑟𝑖𝑎𝑙𝑠}
(3)

So 𝑃𝑓𝑎(𝜃) and 𝑃𝑚𝑖𝑠𝑠(𝜃) are, respectively, monotoni-
cally decreasing and increasing functions of 𝜃. The EER
corresponds to the threshold 𝜃𝐸𝐸𝑅 at which the two de-
tection error rates are equal, 𝑖.𝑒.𝐸𝐸𝑅 = 𝑃𝑓𝑎(𝜃𝐸𝐸𝑅) =
𝑃𝑚𝑖𝑠𝑠(𝜃𝐸𝐸𝑅).

Table 2
Effect of the rank r of different low-rank matrices on the results
of ASVspoof2019 LA eval set.

r #Parameters EER%

2 804k 2.20
4 1.6M 1.30
8 3.1M 1.72
16 6.1M 1.51

Table 3
Effect of the different weight matrices on the results of
ASVspoof2019 LA eval set. The data in the table represents
the EER%.

Weight Type r=2 r=4 r=8 r=16

𝑊𝑞 2.40 1.54 1.86 1.80
𝑊𝑘 2.51 1.82 1.99 1.86
𝑊𝑣 2.38 1.47 1.82 1.75

𝑊𝑞 ,𝑊𝑣 2.20 1.30 1.72 1.51
𝑊𝑞 ,𝑊𝑘 2.33 1.45 1.80 1.68
𝑊𝑘,𝑊𝑣 2.33 1.42 1.82 1.71

𝑊𝑘,𝑊𝑞 ,𝑊𝑣 2.14 1.36 1.72 1.53

Table 4
Effect of different audio lengths on the results of ASVspoof2019
LA eval set. Train time indicate the time required for one epoch
of training. To facilitate fair comparison, a standardized batch
size of 8 was utilized.

Length Train Time(s) EER%

1s 75 10.27
2s 97 5.09
4s 183 1.30
8s 298 1.18

Table 5
The comparison of our proposed method with fixed parame-
ters, global fine-tuning, and other local fine-tuning methods
on ASVspoof2019 LA eval set. Train time indicate the time re-
quired for one epoch of training. To facilitate fair comparison,
a standardized batch size of 4 was utilized.

Methods Train Time(s) #Parameters EER%

Fixed 185 0 2.56
finetune 434 317M 1.13
Adapter1 326 13.4M 1.86

LoRA(ours) 202 1.6M 1.30

3.3. Experimental Setup
The wav2vec2 pretrained model variant “wav2vec2
XLSR”, which we use as a pretrained feature extractor
using additional linear transformations and a larger con-
text network, is trained on 56k hours of audio samples
in 53 languages. [18]. We chose multilingual because
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Table 6
Comparison of the training efficiency between micro-adjust and Lora is listed below. The data listed in the table indicate the
time(senconds) required for one epoch of training. In this experiment, we used a server equipped with NVIDIA RTX 2080Ti
(11GB - 6CPU+GPU). ’–’ refers to out of memory.

Length
Batch=2 Batch=4 Batch=8 Batch=16 Batch=32

finetune LoRA finetune LoRA finetune LoRA finetune LoRA finetune LoRA

1s 485 296 248 153 127 75 97 46 – 42
2s 416 303 263 152 192 97 – 83 – 75
4s 560 299 434 202 – 183 – 170 – –
8s 936 426 – 375 – 358 – – – –

the paper[9] presented that “a good self-supervised front
end should be trained with diverse speech data.” The
model’s downsampling factor is 320. Thus, there is a
1024-dimensional vector for every 10 ms of speech.

For the backend classifier, we chose light convolution
neural network (LCNN), which is the baseline system for
ASVspoof2019 and 2021. Other settings refer to the paper
[19].

To train the model, we use the Adam optimizer with a
learning rate of 1× 10−5. Due to the limitation of GPU
memory, we set the batch size to 16. The model is trained
for 50 epochs. The training set is used to train the model,
the development set is used to select the model with the
best performance, and finally, the evaluation set is used
for evaluation.

4. Results and Discussion
We first focus on the effect of rank r on model perfor-
mance. We found that the number of model parameters is
positively correlated with the value of R, indicating that
the model’s parameter count increases with increasing
r. Surprisingly, the model achieved the best EER of 1.30
when R was set to 4, outperforming the results of the
other three ranks. It is worth noting that even with a very
low value of r, r=2, the model’s EER was still better than
when the model’s parameters were fixed, demonstrat-
ing the effectiveness of combining LoRA with Wav2vec2.
However, when the rank of LoRA was set to 8 and 16, the
EER results were slightly worse than the rank of 4. This
may be due to injecting a rank that was too large, leading
to an increase in the number of model parameters and
an increase in overfitting.

Table 3 shows the effect of different weight types on the
results. We found that, for all weight types and low-rank
matrix ranks, the LoRA model outperforms the baseline
model in terms of EER, indicating that LoRA’s low-rank
matrix adaptation technique can effectively improve the
performance of ASVspoof detection. Furthermore, for
each weight type, as the low-rank matrix rank r increases,
the performance of the LoRA model slightly improves,
but the improvement gradually decreases. This suggests

that the performance of LoRA is limited by the low-rank
matrix rank, and therefore using a higher rank does not
significantly improve performance. Finally, among each
weight type, Wq,wv and Wq,wk,wv perform the best,
indicating that applying LoRA to the query and value
matrices of the Transformer can lead to better perfor-
mance.

Table 4 presents the impact of input audio length on
model performance. As expected, the ASVspoof detec-
tion system exhibits a continuous decrease in EER perfor-
mance with an increase in audio length. Longer speech
signals provide more information, facilitating the differ-
entiation of genuine from spoofed speech. The poorest
EER performance is observed at the shortest input length
of 1 second, with a score of 10.27%. This highlights the
challenge of the ASVspoof detection task in short audio
scenes. In contrast, the EER performance of the ASVspoof
detection system drops to 1.18% when the input length
increases to 8 seconds, approaching the optimal perfor-
mance. Combining the findings in Table 6, we conclude
that increasing the audio length can improve the per-
formance of the ASVspoof detection system, but it also
leads to higher memory requirements during training.
Therefore, it is crucial to strike a balance between model
performance and training efficiency.

Based on the aforementioned experimental results, we
set the rank r to 2, the length of the input audio to 4
seconds, and apply the LoRA method to the 𝑊𝑞 and 𝑊𝑣

weight matrices. Adapter [12] is a method in the field
of Natural Language Processing (NLP) that reduces the
number of trainable parameters during the fine-tuning
process. This paper reproduces the adapter method in
ASVspoof. Table 5 presents the comparison of our pro-
posed method with fixed parameters, global fine-tuning,
and other local fine-tuning methods. Based on the data in
the table, the following conclusions can be drawn. Firstly,
both global and local fine-tuning can improve the EER
performance of ASVspoof detection task compared to the
method with fixed pre-trained model parameters, indi-
cating the benefits of task-specific fine-tuning. Secondly,
compared with global and local fine-tuning methods, our
proposed LoRA method significantly reduces the num-
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ber of trainable parameters while achieving performance
comparable to global fine-tuning on the ASVspoof de-
tection task. This indicates that the LoRA method can
maintain high performance while reducing the parame-
ter count. Finally, compared with global fine-tuning and
LoRA, the performance of the Adapter method is slightly
lower. This may be because Adapter only updates the
weights of specific layers without updating the weights
of other layers, which limits its ability to fully leverage
the advantages of the pre-trained model, and therefore,
performs worse than global fine-tuning and LoRA on the
ASVspoof detection task. Therefore, we can conclude that
the LoRA method can significantly reduce the number
of model parameters by freezing the pre-trained model’s
parameters and injecting trainable low-rank decomposi-
tion matrices, while maintaining high performance and
improving training efficiency on the ASVspoof detection
task.

Table 6 presents the results of our proposed method
on improving training efficiency, showing that LoRA out-
performs global fine-tuning in terms of training time
and memory efficiency. Specifically, for all audio lengths,
LoRA’s training time is significantly shorter than global
fine-tuning, and this improvement becomes more pro-
nounced with increasing batch sizes. For instance, when
the audio length is 1 second, LoRA’s training time only
takes 46 seconds with a batch size of 16 samples, while
global fine-tuning requires 1 minute and 37 seconds. Ad-
ditionally, compared to global fine-tuning, LoRA can han-
dle larger batch sizes without running out of memory.
For example, when the audio length is 4 seconds, LoRA
can handle a maximum batch size of 8, while global fine-
tuning runs out of memory with a batch size of 4. Overall,
these results suggest that LoRA is a promising approach
that can improve the training efficiency of the wav2vec2
model and lower the training threshold of hardware.

5. Conclusion
In conclusion, the paper proposes a novel low-rank adap-
tation method (LoRA) to improve the efficiency and per-
formance of the wav2vec2 model for the fake audio detec-
tion task. The experimental results show that both global
and local fine-tuning can improve the performance com-
pared to the fixed pre-trained model parameters. How-
ever, the proposed LoRA method significantly reduces
the number of trainable parameters while achieving per-
formance comparable to global fine-tuning, indicating
that LoRA can maintain high performance while reduc-
ing the parameter count. Additionally, the paper finds
that the performance of LoRA is limited by the low-rank
matrix rank, and therefore using a higher rank does not
significantly improve performance. Among each weight
type, applying LoRA to the query and value matrices

of the Transformer can lead to better performance. Fur-
thermore, increasing the audio length can improve the
performance of the ASVspoof detection system, but it also
leads to higher memory requirements during training.
Finally, LoRA outperforms global fine-tuning in terms of
training time and memory efficiency, making it a promis-
ing approach to improve the efficiency and performance
of the wav2vec2 model for the fake audio detection task.
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