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Abstract
The lack of curated corpora is one of the major obstacles for Named Entity Recognition (NER). With
the advancements in deep learning and development of robust language models, distant supervision
utilizing weakly labelled data is often used to alleviate this problem. Previous approaches utilized weakly
labeled corpora from Wikipedia or from the literature. However, to the best of our knowledge, none
of them explored the use of the different ontology components for disease/phenotype NER under the
distant supervision scheme. In this study, we explored whether different ontology components can be
used to develop a distantly supervised disease/phenotype entity recognition model. We trained different
models by considering ontology labels, synonyms, definitions, axioms and their combinations in addition
to a model trained on literature. Results showed that content from the disease/phenotype ontologies
can be exploited to develop a NER model performing at the state-of-the-art level. In particular, models
that utilised both the ontology definitions and axioms showed competitive performance compared to
the model trained on literature. This relieves the need of finding and annotating external corpora.
Furthermore, models trained using ontology components made zero-shot predictions on the test datasets
which were not observed by the models training on the literature based datasets.
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1. Introduction

Named Entity Recognition (NER) is a form of Natural Language processing (NLP) that aims to
identify and classify named entities such as organisation, person, disease and genes in text. NER
is a challenging task due to the nature of language which includes abbreviations, synonymous
entities, and in general variable descriptions of entities.
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Early methods for NER used dictionaries due to their applicability and time efficiency. Lexical
approaches such as the NCBO (National Center for Biomedical Ontology) annotator [1], ZOOMA
[2], and the OBO (Open Biological and Biomedical Ontologies) annotator [3] are not able to
recognise new concepts and cannot detect all variations of expressions. This is because once
dictionaries are constructed with terms, they can only find exact matches to those terms. Hence,
dictionary-based approaches suffer from low recall.

With the emergence of machine learning, better NER methods were developed. This was
possible through exposing statistical models to curated text where mentions of entities are
identified by human curators and provided to these models. Subsequently, these models were
able to generalize to unseen entities better than previous methods. For instance, GNormPlus [4]
was developed to find gene/protein mentions using a supervised model which demonstrated
competitive results at the time. Although supervised methods showed remarkable improvements
in performance, they require curated instances for the model to learn. That is, the model expects
instances of text where mentions of entities are clearly provided to learn to distinguish concepts
of interest. This becomes a serious problem when one wants to recognise a novel/unexplored
concept. Moreover, supervised methods often fail to recognise concepts uncovered by the
curated corpora.

To alleviate the need for curated corpora, distant-supervision was explored for NER. In partic-
ular, distantly supervised models are trained on a weakly labeled training set, i.e., obtained from
an imprecise source. For instance, dictionaries could be used to annotate text with exact matches
which can produce both false positives and false negatives. Methods like BOND[5], PatNER[6],
ChemNER[7], PhenoTagger [8], Conf-MPU [9] and Dong and colleagues [10] demonstrated the
potential of distant supervision for NER. The aforementioned methods created weakly labeled
sets using labels and synonyms found in ontologies/vocabularies to extract training instances
from unlabeled corpora. Later, these instances were used to train different models which in
some cases outperformed state-of-the-art methods.

Inspired by the advances achieved by distant supervision, we explored the contribution of
different components of ontologies (Labels and synonyms, definitions, and complex axioms)
to the task of NER under the distant supervision scheme. In all of the previously mentioned
distantly-supervised NER methods, only labels and synonyms of ontologies/vocabularies were
used to create the weakly labeled corpora from literature. The use of different ontology compo-
nents to develop NER models has not been comprehensively explored for diseases/phenotypes.
In addition to the use of labels and synonyms, in this study, we go a step further to explore the
use of definitions and axioms to develop a disease/phenotype NER model. We hypothesize that
the dense and rich knowledge found in ontologies can be used to develop NER models without
the need of external corpora such as literature abstracts. We conducted our experiments on
disease and phenotype entity recognition because, the study of diseases and phenotypes is
important for understanding disease diagnosis, treatment and epidemiology.
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2. Materials and Methods

2.1. Ontologies, literature resource and benchmark corpora

2.1.1. Ontologies

We used the Disease Ontology (DO) [11] on 15/April/2022) (downloaded on 1/March/2022)
and the MEDIC vocabulary [12] in our study. DO is an ontology from the Open Biomedical
Ontologies (OBO) [11], whereas MEDIC is a vocabulary of disease terms represented in the
Web Ontology Language (OWL) [12]. We used the Human Phenotype Ontology (HPO) [13]
(downloaded on 5/Jan/2022) for the phenotype concepts.

2.1.2. Literature

We used Medline [14] as a literature resource to generate our abstract-based weakly labeled
dataset. To select abstracts that cover ontology concepts, we used an in-house index covering
32,923,095 Medline records (downloaded on Dec-15-2022) generated using Elasticsearch [15].

2.1.3. Benchmark corpora

To evaluate the named entity recognition models, we used four benchmark corpus; the NCBI–
Disease Corpus [16] and the MedMentions Corpus (disease and phenotype) [17] and GSC+ [18].
NCBI–Disease is a widely used corpus where disease mentions are annotated and reviewed by
multiple annotators. MedMentions is a large corpus annotated by an extensive set of Unified
Medical Language System (UMLS) concepts. We selected the abstracts with disease annotations
from MedMentions and named this the MedMentions–disease Corpus. To form this corpus, we
used UMLS-to-MESH mappings from UMLS to obtain the MESH codes and selected the disease
concepts which exist in our disease dictionary (described in section 2.2). Similarly, we selected
the abstracts with phenotype concepts where we found mappings from UMLS-to-HPO and
named this dataset as MedMentions–phenotypes. GSC+ is a widely used benchmarking dataset
covering phenotype concepts particularly from HPO. We used the test dataset version released
by [8]. Table 1 shows the distribution of the abstracts and annotations in the four benchmark
corpora.

Table 1
Statistics of benchmark corpora

Corpus Abstracts Annotations
NCBI–disease train 593 5146
NCBI–disease dev 100 788
NCBI–disease test 100 960
MedMentions–disease test 879 3726
MedMentions–phenotype train 1291 6772
MedMentions–phenotype dev 428 2287
MedMentions–phenotype test 405 2190
GSC+ test 228 1933
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2.2. Dictionary generation

We generated and used two dictionaries to weakly label Medline abstracts for disease and
phenotype concepts. To generate our dictionaries, first, we extracted the labels and synonyms
of all concepts from MEDIC, DO and HPO. Second, we filtered out the possible ambiguous
labels/synonyms which are often stop words, short labels/synonyms (1 or 2 character long) and
labels/synonyms shared by two different concepts from the dictionary. For example, DO con-
tains a synonym which is "go" for the "geroderma osteodysplasticum" concept (DOID:0111266).
The synonym "go" is ambiguous with the verb "go". Filtering out ambiguous names is a common
practice used in text mining workflows that rely on lexical matches. We used the Natural
Language Toolkit (NLTK) stop words [19] and filtered out any exact match with the labels/syn-
onyms in MEDIC and DO and HPO. In both sources, we did not find any match with the list of
stop words. We also filtered out the labels/synonyms having less than 3 characters to avoid
false positives. Additionally, for the generation of the dictionary for diseases, we filtered out
all the disease labels/synonyms which exactly match with protein labels/synonyms from the
HUGO Gene Nomenclature Committee (HGNC) Database [20] to avoid false positive matches
with protein names. Third, we generated the plural form of each label/synonym by using
the Inflect Python module [21]. For example, the module generates “tetanic cataracts” for the
given multi-word term, “tetanic cataract” (DOID:13822). Our final disease dictionary covers
244,903 disease labels and synonyms of 29,374 distinct concepts from MEDIC and DO. The final
phenotype dictionary covers 79,010 phenotype labels and synonyms of 14,631 distinct concepts
from HPO.

2.3. Ontology components used

An ontology 𝑂, as previously described in [22], has four main components:

• Classes and relations, where classes and relations are assigned unique identifiers.
• Domain vocabulary, where labels and synonyms are linked to ontology classes and

relations.
• Textual definitions, where descriptions about classes and relations are provided, usually

in natural language.
• Formal axioms, where relations between concepts are described in some formal language

and possibly linked to other ontologies and sources.

We used labels and synonyms, textual definitions, and formal axioms components separately to
create weakly labeled corpora and the statistics are reported in Table 2.

Table 2
Statistics of used ontology components

Component DO and MEDIC HPO
Labels/synonyms 35,333 16,307
Definitions 9,435 and 19,939 dummy 10,202 and 2,451 dummy
Axioms 30,834 37,062
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2.4. Training dataset construction

2.4.1. Abstracts from literature

To generate the training set for distant supervision, first, we retrieved the relevant literature by
searching the indexed Medline for the exact match of each label/synonym from the dictionaries.
We retrieved the top [1-5] Medline abstracts/titles hits per concept that is identified based on
the default Elastic Search Engine relevance scoring settings (TF-IDF [23] based scoring). Second,
we used the dictionaries and annotated the downloaded abstracts lexically and converted the
annotations to the I-O-B format (a common format for tagging tokens in a chunking task where
𝐵 indicates the first token (Beginning) of an annotation, 𝐼 subsequent (Inside) token of the same
annotation and 𝑂 representing a token that is not annotated (Outside)) [24] by using spaCy
[25]. Finally, we obtained two sets of corpora; one for the disease concepts and the other for the
phenotype concepts. We found 16,307 distinct phenotype labels/synonyms belonging to 6,962
classes from HPO in at least one Medline record by searching the indexed literature. These
concepts are covered by 16096, 31372, 46032, 60098 and 74087 distinct Medline abstracts/titles
at top 1, 2, 3, 4, 5 hits respectively, and we used them as our training sets for phenotypes. We
found 35,333 distinct disease labels/synonyms linked to 8,400 distinct concepts from MEDIC
and DO in at least one Medline records. These concepts are covered by 41698, 81007, 118295,
154060 and 187462 distinct Medline abstracts/titles at top 1, 2, 3, 4, 5 hits respectively and we
used as our training sets for disease concepts.

Table 3
Example of using the class DOID:0040099 to create different weakly labeled sets. Text in bold refers to
text annotated as B/I classes in the IOB format.

Component Ontology representation Dataset representation
Labels name: Livedoid vasculitis Livedoid vasculitis
Synonyms synonym: “livedoid vasculopathy” EXACT Livedoid vasculopathy
Axioms DOID:0040099 SubClassOf DOID:865 Livedoid vasculitis is a vasculitis
Definitions “A vasculitis with purpuric ulcers.” A vasculitis with purpuric ulcers.

2.4.2. Labels and synonyms

Using the direct labels and synonyms from ontologies, we created two sets for phenotypes and
diseases. For phenotypes, the labels and synonyms extracted from HPO were directly considered
as positives as shown in Table 3. We used the labels and synonyms from DO and added MEDIC
as well. The labels and synonyms were retrieved from the dictionary described in 2.2.

2.4.3. Definitions

Definitions in DO are available in natural language. To associate the concept with its definition,
we added the concept label/synonyms to the beginning of a definition as shown in Table 3. For
concepts which lacked definitions, we simply included their labels/synonyms with a dummy
sentence replicated for all. For instance, if a disease 𝑋 does not have a definition, its dummy
definition is “𝑋 is a disease”. Since definitions can included other concepts (e.g. parent concepts)
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in their description, mentions of such concepts can be troublesome. To partially resolve this
issue, we annotated the definitions with the dictionaries described in 2.2 Matches against
the dictionaries were treated as positive mentions of concepts. In total, we retrieved 9,435
definitions from DO and used dummy definitions for 19,939 concepts. For phenotypes, we
included definitions for 10,202 concepts and used dummy definitions for 2,451 concept.

2.4.4. Axioms

Axioms are not readily available for natural language tasks since they are expressed in formal
language. To tackle this issue, we first processed axioms as previously described in [26]. Next,
we replaced ontology identifiers with their labels/synonyms. We also included axioms which
reference external ontologies and replaced their identifiers with names as shown in Table 3.

For diseases, we used 30,834 axioms from DO. For phenotypes, we included 37,062 axioms from
HPO. Axioms of both concepts included references to external ontologies which we downloaded
and processed to map their identifiers to their names. The external ontologies that were included
are: the Basic Formal Ontology (BFO) [27], the Chemical Entities of Biological Interest (ChEBI)
[28], the Cell Ontology (CL) [29], the Gene Ontology (GO), the Relation Ontology (RO) [30],
and the Uber-anatomy Ontology (UBERON) [31].

2.5. Named entity recognition using distant supervision

NER refers to identifying boundaries of entity mentions in text (disease and phenotype mentions
in our case). We used distant supervision to train our models by using BioBERT to recognise
disease and phenotype mentions in text. Figure 1 depicts the system overview.

BioBERT is a BERT (Bidirectional Encoder Representations from Transformers) [32] pre-
trained language model based on large biomedical corpora. BERT is a contextualized word
representation model trained using masked language modeling. It provides self-supervised deep
bidirectional representations from unlabeled text by jointly conditioning on both left and right
contexts. The pre-trained BERT model can be fine-tuned with an additional output layer to
generate models for various desired NLP tasks. We used simpletransformers [33] which provides
a wrapper model to distantly supervise an entity recognition model. More specifically, the
wrapped model is used to fine-tune BERT models by adding a token-level classifier on top that
classifies tokens into one of the output classes which are I-O-B (Inside-Outside-Beginning).
In the training phase, our models are initialised with weights from BioBERT-Base v1.1 [34]
and then fine-tuned on the disease and phenotype entity recognition task using our training
corpora.

3. Results

We set up our experiments on four separate benchmarking corpora covering phenotype and
disease concepts; NCBI–disease, MedMentions–disease, MedMentions–phenotype and GCS+.
We reported our NER results using the Precision, Recall and F-score metrics. We used a relaxed
scheme to calculate the metrics where we considered any partial overlap between the prediction
and the curated annotations to be a true positive. That is, predictions are considered to be
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Figure 1: System Overview
This figure depicts the training and test phases in our system. In the training phase, we used ontologies
to create a dictionary from the labels, synonyms and their plural forms. We used this dictionary to
create distant datasets from Medline abstracts and different ontology parts (labels/synonyms, axioms
and definitions). Later, this distant dataset is used for training a BioBERT NER model by using the
SimpleTranformers wrapper. In the test phase, the trained model is tested on different benchmarking
corpora.

positives whenever the indices (locations in text) of the prediction and the curated annotations
overlap.

Table 4 shows the performance of the disease NER models which are distantly supervised on
different ontology components or on abstracts (best F1-score is achieved at top 1, see Additional
File 1) on the disease test sets (see Table 1). For the sake of comparison, we also included a
supervised BioBERT model that is trained on the NCBI-disease training set. Our results showed
that supervised BioBERT trained on the curated set performed the best on NCBI–disease (0.94 F1-
score) because concepts are highly conserved in this dataset. To fairly compare the performance
of the methods, we further evaluated the models on the MedMentions–disease dataset. Results
showed that the distantly supervised models (trained on abstracts and definitions plus axioms)
achieved higher F1 scores (0.68 for abstracts and 0.67 for definitions and axioms) compared
to the model trained on the curated set (0.66 F1-score) which is actually biased towards the
NCBI–disease dataset (we found out there is 80% overlap in concept IDs between NCBI training
and test sets). The models trained on solely labels and synonyms, axioms, definitions showed
lower F1-score compared to the model trained on abstracts. On the other hand, the model
trained on definitions plus axioms achieved a competitive F1-score compared to the model
trained on abstracts. This result is more evident on the MedMentions-disease test set.
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Table 4
Disease NER results

Corpus Precision Recall F1
NCBI-disease
Labels and synonyms 0.64 0.36 0.46
Axioms 0.68 0.59 0.63
Definitions 0.87 0.80 0.83
Definitions and axioms 0.91 0.76 0.83
Literature abstracts 0.92 0.81 0.86
Curated NCBI train 0.91 0.96 0.94
MedMentions-disease
Labels and synonyms 0.41 0.26 0.32
Axioms 0.43 0.42 0.43
Definitions 0.48 0.82 0.61
Definitions and axioms 0.58 0.79 0.67
Literature abstracts 0.60 0.78 0.68
Curated NCBI train 0.58 0.77 0.66

Table 5
Phenotype NER Results

Corpus Precision Recall F1
MedMentions-phenotype
Labels and synonyms 0.33 0.75 0.46
Axioms 0.31 0.58 0.40
Definitions 0.47 0.80 0.59
Definitions and axioms 0.55 0.77 0.64
Literature abstracts 0.60 0.82 0.69
Curated MedMentions train 0.61 0.79 0.69
GSC+
Labels and synonyms 0.32 0.71 0.44
Axioms 0.40 0.60 0.48
Definitions 0.61 0.77 0.68
Definitions and axioms 0.65 0.74 0.69
Literature abstracts 0.73 0.78 0.75
Curated MedMentions train 0.61 0.53 0.57

Table 5 presents the performance of the models in phenotype NER on the GSC+ and
MedMentions-phenotype test datasets. We included the MedMentions-phenotype dataset
to thoroughly test our models and to train the supervised model on sufficient data. With the
inclusion of context at a large scale, the model trained on the weakly labelled abstracts achieved
the highest F1-score (0.69 F1-score on MedMentions-phenotype and 0.75 on GSC+) compared
to other models. On the other hand, the model trained on the curated set was not robust to the
change of dataset as it performed poorly on GSC+ (0.57 F1-score). We observed 6% discrepancy
between the model trained on abstracts and the model trained on weakly labelled definitions
plus axioms. We discuss the reasons of this discrepancy in detail in the “Discussion” section.
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4. Discussion

Our main goal was to explore whether ontology components can help to develop distantly
supervised disease/phenotype entity recognition models which are competitive to the state-of-
the-art. To that end, we exploited ontological components to create textual context using the
labels/synonyms, axioms and definitions. We observed that utilising the context in ontologies
via distant supervision aids in developing a NER model at the state-of-the-art level. While the
models trained solely on labels and synonyms achieves lowest simply due to lack of context;
the models incorporating context such as axioms and definitions improved the performance
upon the models that lack context.

The disease NER model trained on the axioms and definitions achieved competitive F1-score
compared to the model trained on the abstracts only. However, we observed 6% discrepancy
between the phenotype NER models trained on the abstracts (best F1-score is achieved at top
2) and axioms and definitions together. To investigate the reason for this discrepancy, we
focused on the False Positive (FP) predictions that we achieved on the GSC+ test corpus. The
model trained on the weakly labeled abstracts produced 440 FPs while the model trained on
the phenotype definitions and axioms produced 608 FPs. We found that 184 out of 608 FPs
are produced distinctly by the model trained on definitions and axioms and not by the one
trained on the abstracts. We randomly sampled 20 FPs from these 184 FPs for further manual
analysis. Our manual analysis on these 20 FPs showed that all of them were actually True
Positives but have been missed by the GSC+ dataset. For example, we found “Uniparental
disomy” (HP:0032382) in PMID:8103288 was captured correctly by the model but was missed
by GSC+ annotations. More importantly, we observed that the majority of the FPs were not
introduced in the definitions and axioms training corpus but were rather predicted as zero-
shot instances (i.e. instances that were not seen by the model during training). For example,
“Angelman syndrome” in PMID:8786067 which does not correspond to any label/synonyms in
HPO and does not exist in the corpus was annotated by the model trained on definitions and
axioms. Furthermore, the model trained on literature abstracts did not have these FPs since
they were specifically included as 𝑂 classes in the training set. Details on our manual analysis
can be found in the Additional Files 1.

We conducted our study on DO and HPO. These ontologies are widely used and therefore
contain dense content which can help to generate sufficiently large weakly label datasets.
Although the approach is generic and its utility can be explored for any given ontology; the
performance would depend on the density of the content of the ontology of choice. That is, if the
ontology does not sufficiently describe a concept, it is not possible to obtain a well-performing
model.

5. Conclusion

In conclusion, our analysis showed that the ontology components can provide a suitable corpus
to build a NER model that is competitive to state-of-the-art. This alleviates the need for
annotating a large number of abstracts and facilitates the creation of weakly labeled training
corpora. Easily obtained corpora are desirable since they reduce both the computational and
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time overheads. To our best knowledge, this is the first work that uses ontology axioms to build
disease/phenotypes NER models.

Additionally, the models trained on ontology components were capable of zero-shot learning
on the test datasets. This was not the cases for the models trained on curated sets and the
models trained on the large weakly labeled literature abstracts. Our approach is generic and
its utility can be explored with any other given ontology which has sufficient content that
describes the concept of interest.
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A. Appendix

• Additional file 1 — AdditionalFile1.xls First sheet name as “performance_on_abstracts”
contains the performances of the models trained on the weakly labeled abstract datasets
selected based on top [1-5] hits from the ElasticSearch Index. Second sheet named
as “manual_error_analysis” contains our manual analysis results on the False Posi-
tives from the GSC+ dataset. The file is available from github: https://github.com/
bio-ontology-research-group/OntoNER
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