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Abstract
This paper presents the research conducted by ColPos team on the HOMO-Mex 2024 shared task, focusing on the
detection of LGBTQ+ phobic messages in online content. We leveraged a weighted Naive Bayes model, enhancing
the traditional algorithm by incorporating weights for words and documents. Our work targeted both Track 1
(hate speech identification) and Track 3 (homophobic lyric detection) of the competition. In Track 1, our model
achieved an F1-score of 0.791, placing us 11th out of 17 teams. For Track 3, we obtained an F1-score of 0.489,
securing 7th place out of 13. Our results demonstrate the effectiveness of our weighted approach in outperforming
the baseline Multinomial Naive Bayes model. This research emphasizes the critical need for timely identification
of LGBTQ+phobic content to improve moderation efforts on social media and music platforms, fostering safer
online environments.
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1. Introduction

The rise of hate speech worldwide, encompassing xenophobia, racism, antisemitism, anti-Muslim
hatred, anti-LGBTQ+ hatred, misogyny, and other forms of intolerance, is a pressing issue that has
been exacerbated by the rapid spread of social media [1]. These platforms, while revolutionizing
global communication, have also become conduits for offensive and discriminatory language, including
homophobic and transphobic comments. By analyzing user behavior on social media, researchers can
gain insights into the prevalence and patterns of such harmful speech, aiding in the development of
models to detect and mitigate homophobia effectively [2]. One way to do this is by applying Natural
Language Processing (NLP) techniques, such as text classification.

In Mexico, the detection of homophobia has gained importance due to persistent violence and
discrimination against the LGBTQ+ community [3][4]. To address this problem, initiatives like the
IberLEF 2023 shared task: "HOMO-MEX: Hate speech detection in Online Messages directed towards
the MEXican Spanish-speaking LGBTQ+ population" has been introduced [5]. This task comprised
two tracks: one for classifying tweets as LGBT+phobic, not LGBT+phobic, or not LGBT+related (multi-
class classification); and another for identifying specific types of LGBT+phobia, such as Lesbophobia,
Gayphobia, Biphobia, Transphobia, or other LGBT+phobias (multi-label classification). These tracks
leverage advancements in natural language processing and machine learning to detect and classify
tweets containing LGBTQ+ phobic content, expressed either aggressively or subtly. This year, IberLEF’s
2024 shared task: "HOMO-MEX 2024: Hate speech detection towards the Mexican Spanish-speaking
LGBT+ population." [6][7], added a third task: the homophobic lyrics detection track. This binary task
aims to predict if a phrase from song lyrics contains LGBT+phobic hate speech, classifying them as
either LGBT+phobic or not LGBT+phobic (binary classification).
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For more than 50 years traditional text classification models dominated the field. These traditional
methods include statistics-based models such as Naive Bayes (NB), K-Nearest Neighbor (KNN), and
Support Vector Machine (SVM). Compared to earlier rule-based methods, these models offered significant
improvements in accuracy and stability [8].

In contrast, Deep Learning methods (DL) have revolutionized text classification by automatically
providing semantically meaningful representations for NLP tasks without the need for manual rule
and feature design [9][10]. However, their black-box nature makes it difficult to understand their
decision-making processes, optimize them, and explain their performance differences across datasets
[8][11]. Conversely, classic machine learning models like linear regression, decision trees, and bayesian
models, are interpretable [12], allowing for clear insights into feature importance and decision-making
processes, although they may offer lower predictive performance compared to DL.

NB is a popular model often used because of its computational efficiency and relatively good predictive
performance [13]. In its standard form, the model predicts class labels by estimating prior and conditional
probabilities. However, it can be improved through several modifications.

One such modification involves relaxing the main characteristic of the NB model, which is the
assumption of conditional independence, so it is assumed that each attribute can have at most another
attribute related [14][15], which alleviates the issue of conditional independence not being satisfied in
text classification. Another way of improving it is by fine tuning the conditional probabilities through
an iterative process; if a document is mistakenly classified in the iteration 𝑡, conditional probability
would be updated by a step −𝛿, and +𝛿 otherwise [16]. Unlike attribute selection, which removes
irrelevant or redundant words from the vocabulary, attribute weighting is more flexible. It assigns a
weight ranging between 0 and 1 to each word. In this method, prior and conditional probabilities are
calculated as usual, but the weight of each word is incorporated into the NB classification stage. This
enhances the model’s ability to distinguish between classes based on the importance of different words
[17][18]. Instance weighting assigns different weights to different documents, in this approach the prior
and conditional probabilities are estimated including the weights of the documents, respectively. This
method allows the model to account for the varying importance of different documents [19].

This paper presents the results obtained in the above mentioned shared task, using a modified NB
model that combines the attribute and instance weighting approaches proposed by Zhang et. al. [20] for
the first track (hate speech detection) and the third track (homophobic lyrics detection). The paper is
organized as follows: Section 2 will provide a description of the methods applied for data preprocessing
and how the training was performed. In Section 3, we present our results and evaluate some insights of
our model, and in Section 4, we conclude the research.

2. Methodology

This section presents an overview of the three tasks comprising the HOMO-MEX 2024 shared task
[6][[7]. We then describe the datasets used in each task, followed by details on the text preprocessing
steps and the weighted Naive Bayes classifier [20] employed and the baseline Multinomial NB, for Track
1 and 3, and the metrics used to evaluate their performance.

2.1. Tasks and dataset description

Iberlef 2024 HOMO-MEX 2024 shared task, presented three tasks aimed at advancing the detection
and classification of hate speech, particularly focused on LGBT+phobia in various textual formats. The
tasks are described as follows:

• Track 1: Hate Speech Detection (Multi-class)

– Task: Classifies individual tweets into three categories: LGBT+phobic (P), not LGBT+phobic
but mentioning the community (NP), and not LGBT+ related (NR).

– Evaluation: Based on the accuracy of assigning a single label to each tweet.



• Track 2: Fine-grained Hate Speech Detection (Multi-label)

– Task: Identifies one or more specific types of LGBT+phobia (lesbophobia (L), gayphobia (G),
biphobia (B), transphobia (T), other (O)) present in tweets containing hate speech.

– Evaluation: Assesses the ability to assign multiple labels accurately to each tweet.

• Track 3: Homophobic Lyrics Detection (Binary)

– Task: Determines whether a phrase from a song lyric contains LGBT+phobic hate speech
(P) or not (NP).

– Evaluation: Measures the accuracy of binary classification on song lyrics

We participated in the first and third tasks of the shared task. Each task consisted of three distinct
phases:

• Development Phase: Participants were provided with approximately 80
• Training Phase: The complete training dataset was released, allowing participants to refine their

models.
• Testing Phase: Unlabeled test data was provided for prediction. The organizers evaluated the

submitted predictions on this unseen data.

The first task consisted of data from 11,000 public tweets written in Spanish in Mexico. The dates of
these tweets downloaded are 01-01-2012 to 01-10-2022 [21]. The distribution of the labels for the first
track is presented in the Table 1.

Table 1
Distribution of Tweet Labels per Phase

Phase P NP NR

Development 862 4360 1778
Training 5482 2246 1072
Testing ? ? ?

An example of each label is shown in Table 2:

Table 2
Task 1: Tweets Examples of Phobic, Non-Phobic and Non-Related Content

Class Tweet

Phobic (P) Si festejar un gol es provocar, ya ponte faldita maricon
#FueraAxelDelUni . No tiene ni idea de lo que escribe url

No Phobic (NP) Techno Travesti es una pinche rolota!!
Not Related (NR) @krlangaas Ola. Ez ke bi ke tienez unas piernaz muy bonitaz y

me gustan demaciado.

For the third track, the dataset is composed of 1240 lyrics from Spanish songs extracted between 2015
and 2023. The distribution of the labels for this track is presented in 3.

Table 3
Task 3 Distribution of Tweet Labels per Phase

Phase P NP Total

Development 40 560 600
Training 39 945 984
Testing ? ? 246

An example of each label is shown in 4



Table 4
Task 3: Fragment Lyric Examples of Phobic and Non-Phobic Content

Class Twitt

Phobic (P) . . .Aguas por que ya viene Dar Gaver Está buscando culos. . .
No Phobic (NP) . . . Eran dulces tus labios Y húmedos tus ojos que decían. . .

2.2. Data preprocessing

Text preprocessing is not only an essential step to prepare the corpus for modeling but also a key area
that directly affects the natural language processing (NLP) application results [22].

The same preprocessing methods were applied to both Track 1 and Track 3. All documents (tweets
from Track 1 and lyrics from Track 3) were converted to lowercase. Subsequently, we eliminated tokens
containing hashtags (#) and tags (@) to focus on the core textual content. Additionally, words with
special characters or numeric characters were discarded, along with any emojis.

After cleaning the data, it is divided into training and testing sets as provided. Hapax words (words
appearing only once in the corpus) are removed from the vocabulary set, and any documents that
become empty due to this removal are also eliminated from the training set. This is done because hapax
words typically have limited statistical value for modeling [23].

When training a Naive Bayes (NB) model, it is limited to the data encountered during the training
phase. This limitation leads to zero counts for Out of Vocabulary (OOV) words (words not present in
the training set) which can reduce the classifier’s accuracy [24][25]. This problem of zero counts for
OOV words is particularly pronounced in the case of Twitter, which is rich in slang. In contrast to DL
pre-trained models that have shown excellent performance in handling OOV cases [26].

To deal with this problem we use a fasText pre-trained model [27]. The fasText model was trained
on 157 languages, including Spanish. For each OOV word in the test set, we find its word vector
representation from the fasText model and replace it with the most similar word from the training
vocabulary. This similarity is determined using cosine similarity, that ranges in the interval [−1, 1].
It is a measure that calculates the cosine of the angle between two word vectors, with higher values
indicating greater similarity.

2.3. Multinomial Naive Bayes

Multinomial NB is a widely applied algorithm for classification with great effectiveness. It is assumed in
NB that all features (from now on called words) of a document are independent given the class. In order
to classify a new test document x denoted as a vector of attributes < 𝑎1, 𝑎2, . . . , 𝑎𝑚 >. Multinomial
NB utilizes the highest posterior probability, equation 1, to predict its class label.

𝑐(x) = argmax
𝑐∈𝐶

log𝑃 (𝑐) +
𝑚∑︁
𝑗=1

log𝑃 (𝑎𝑗 |𝑐) (1)

Where 𝐶 is the collection of all possible class labels 𝑐, 𝑚 is the number of words in our vocabulary, 𝑎𝑗
is the value for the jth 𝐴𝑗 (which have two cases 𝑎𝑗 = 0 absence of the word, and 𝑎𝑗 > 0 its frequency
otherwise ) word of x, 𝑃 (𝑐) is the prior probability of the class 𝑐, and 𝑃 (𝑎𝑗 |𝑐) is the conditional
probability of 𝐴𝑗 = 𝑎𝑗 given the class 𝑐, which is obtained by maximum likelihood estimation in
equations 2 and 3, which includes Laplacian smoothing.

𝑃 (𝑐) =

∑︀𝑛
𝑖=1 𝛿(𝑐𝑖, 𝑐) +

1
𝑞

𝑛+ 1
, (2)

𝑃 (𝑎𝑗 |𝑐) =
∑︀𝑛

𝑖=1 𝛿(𝑎𝑖𝑗 , 𝑎𝑗)𝑎𝑖𝑗𝛿(𝑐𝑖, 𝑐) +
1
𝑛𝑗∑︀𝑛

𝑖=1 𝛿(𝑐𝑖, 𝑐) + 1
(3)



Where 𝑛 is the number of training documents, 𝑞 is the number of classes, 𝑐𝑖 is the class label of the
ith training instance, 𝑎𝑖𝑗 is the jth word frequency of the ith training instance, 𝑛𝑗 is the number of
states for the jth attribute 𝐴𝑗 , and 𝛿() is a binary function, which is 1 if its two parameters are identical
and 0 otherwise, i.e. if word 𝑎𝑗 is in document 𝑖, then 𝛿(𝑎𝑖, 𝑎𝑖𝑗) = 1.

NB makes the conditional independence assumption that all attributes are fully independent given
the class. Since the assumption required by NB hardly holds true in real-world applications, Zhang et.
al. [20] proposed a weighted NB to relax this assumption, they proposed a weight for the words and for
each document in a way to relax the independence assumption. This method will be addressed in the
next section.

2.4. Weighted Multinomial Naive Bayes

2.4.1. Words weights

Word weights (𝑤𝑎𝑡𝑡
𝑗 ) are directly incorporated into the Multinomial NB classification formula. This

means that the contribution of each word to the classification decision is scaled according to its weight,
equation 4. These weights will be in the [0, 1] range. Words with lower weight values have a greater
influence on the predicted class label, while attributes with higher weights have a lesser influence. Here,
the mutual information is used to measure the normalized value reflecting the attribute-class relevance
and the average attribute-attribute redundancy.

𝑐(x) = argmax
𝑐∈𝐶

log𝑃 (𝑐) +
𝑚∑︁
𝑗=1

𝑤𝑎𝑡𝑡
𝑗 log𝑃 (𝑎𝑗 |𝑐) (4)

The process of word weighting can be summarized as follows:

1. Calculate Mutual Information: Mutual information (MI) is used to measure the correlation
between each pair of random discrete variables. The word-class relevance and the word-word
inter-correlation are respectively defined as:

𝐼(𝐴𝑗 ;𝐶) =
∑︁
𝑎𝑗

∑︁
𝑐

𝑃 (𝑎𝑗 , 𝑐) log
𝑃 (𝑎𝑗 , 𝑐)

𝑃 (𝑎𝑗)𝑃 (𝑐)
(5)

𝐼(𝐴𝑗 ;𝐴𝑘) =
∑︁
𝑎𝑗

∑︁
𝑎𝑘

𝑃 (𝑎𝑗 , 𝑎𝑘) log
𝑃 (𝑎𝑗 , 𝑎𝑘)

𝑃 (𝑎𝑗)𝑃 (𝑎𝑘)
(6)

2. Normalize Mutual Information: The calculated MI values are normalized to ensure they are
comparable across different attributes.

𝐼(𝐴𝑗 ;𝐶) =
∑︁
𝑎𝑗

∑︁
𝑐

𝑃 (𝑎𝑗 , 𝑐) log
𝑃 (𝑎𝑗 , 𝑐)

𝑃 (𝑎𝑗)𝑃 (𝑐)
(7)

𝐼(𝐴𝑗 ;𝐴𝑘) =
∑︁
𝑎𝑗

∑︁
𝑎𝑘

𝑃 (𝑎𝑗 , 𝑎𝑘) log
𝑃 (𝑎𝑗 , 𝑎𝑘)

𝑃 (𝑎𝑗)𝑃 (𝑎𝑘)
(8)

3. Calculate Word Weight: The weight of each word is defined as the difference between its nor-
malized word-class relevance and its average normalized word-word redundancy. This captures
how relevant a word is to the class while accounting for redundancy with other words.

Δ𝑤𝑎𝑡𝑡
𝑗 = 𝑁𝐼(𝐴𝑗 ;𝐶)⏟  ⏞  

relevance

− 1

𝑚− 1

𝑚∑︁
𝑘=1
𝑘 ̸=𝑗

𝑁𝐼(𝐴𝑗 ;𝐴𝑘)

⏟  ⏞  
average redundancy

(9)

4. Apply Sigmoid Transformation: The calculated word weights may be negative. To ensure
they fall within the range of 0 to 1, a standard logistic sigmoid function is applied.

The resulting weights indicate the relative importance of each word for the classification task.



2.5. Documents weights

In order to preserve the computational efficiency of Naive Bayes, a simplified approach is adopted to
assign weights to documents. This method leverages the frequency of words within documents and
the overall dataset to calculate document weights. The underlying idea is that the weight of a training
document is positively correlated with the frequency of its word and the total number of distinct word
frequencies in the entire training dataset.

At first, we focus on the frequency of each word, and then employ equation 10:

𝑓𝑖𝑗 =

∑︀𝑛
𝑟=1 𝛿(𝑎𝑟𝑗 , 𝑎𝑖𝑗)𝑎𝑟𝑗

𝑛
(10)

where 𝑓𝑖𝑗 is the average frequency of the word aj across all documents
Then, let 𝑛𝑗 be the number of states of the jth word, and the word state vector can be represented

by < 𝑛1, 𝑛2, . . . , 𝑛𝑚 >. Then, the weight of the ith training document is defined as the inner product
(scalar product) of its word value vector and its word frequency number vector.

𝑤𝑖𝑛𝑠
𝑖 =

𝑚∑︁
𝑗=1

(𝑓𝑖𝑗 × 𝑛𝑗) (11)

The document weights would be included during the training:

𝑃 (𝑐) =

∑︀𝑛
𝑖=1 𝛿(𝑐𝑖, 𝑐)𝑤

𝑖𝑛𝑠
𝑖 + 1

𝑞

𝑛+ 1
, (12)

𝑃 (𝑎𝑗 |𝑐) =
∑︀𝑛

𝑖=1 𝛿(𝑎𝑖𝑗 , 𝑎𝑗)𝑎𝑖𝑗𝑤
𝑖𝑛𝑠
𝑖 𝛿(𝑐𝑖, 𝑐) +

1
𝑛𝑗∑︀𝑛

𝑖=1 𝛿(𝑐𝑖, 𝑐) + 1
(13)

3. Results and discussions

3.1. Data preprocessing

As described in the Methodology section, the same preprocessing steps were applied to the data from
both Track 1 and Track 3. The vocabulary size and final dataset size is described in Table 5. As we can
observe in Table 5, a subset of vectors in the Track 1 training set resulted in zero vectors due to the
exclusive presence of hashtags, user tags, or hapax.

Table 5
Track 1 and 3 Train set distribution after data preprocessing

Track Number of documents Vocabulary size

1 8798 8006
3 984 13505

Next we show an example of the preprocessed data for both Tracks.

• Track 1:

– Before preprocessing: "#CuandoMiMamaDice Quien es ese gay que este al aire contigo
@ChenchoRios"

– After preprocessing: "quien es ese gay que este al aire contigo"

• Track 3:

– Before preprocessing: "[Intro: Babo] Volvió el Don Vergas Bien relaja’o, enjaraba’o, njaraba’o
Mora’o. . . "



– After prerpocessing: "intro babo volvió el don vergas bien relajao enjarabao enjarabao
morao. . . "

For the OOV words we use the pre-trained fastText [27] vector representations of size 300. Each
word in our vocabulary has its own vector, allowing us to compare them with OOV words using cosine
similarity. OOV words were then replaced with vocabulary words having a cosine similarity higher
than 0.6. An illustrative example from Track 1 is shown in Table 6.

Table 6
OOV Replacement Example

Version Tweet

Original url Adolescencias robadas, oprimidas, violentadas.
Preprocessed adolescencias robadas oprimidas violentadas
OOV Replacement infancias robando trabajadoras asesinadas

3.2. Experimental results

We were provided with labeled training data and unlabeled test data for model training, as shown in Table
1 and Table 3. In the next subsection, we will compare the performance of the base model (Multinomial
NB), our proposed model (Weighted MN), and the HOMO-MEX 2024 base model. Additionally, we will
analyze the differences in what our proposed model learned compared to the standard Multinomial
Naive Bayes.

3.2.1. Conditional probabilities and word weights

NB models allow us to easily inspect the conditional probabilities of individual words. By examining
which words have higher conditional probabilities within a particular class, we can gain insights into
the words that are most indicative of that class.

The Weighted NB [20] added a weight to the words and documents according to the difference among
their relevance and redundancy. From equation we can infer that the close the weight is to 0 the close
the conditional probability 𝑝(𝑎|𝑐) will be to 1. Table 7 present the 5 words with the highest and lowest
weights, along with their conditional probabilities in both the Weighted NB model and the baseline
Multinomial NB model.

Table 7
Track 1 top 5 and bottom 5 words with their normalized conditional probabilities 𝑝𝑊 (𝑎𝑗 |𝑐) (proposed method)
and 𝑝𝑏(𝑎𝑗 |𝑐) (NB base model), 0= NR, 1=NP, 2=P

Word (𝑤𝑎𝑡𝑡
𝑗 ) 𝑝𝑊 (𝑎𝑗 |𝑐 = 0) 𝑝𝑊 (𝑎𝑗 |𝑐 = 1) 𝑝𝑊 (𝑎𝑗 |𝑐 = 2) 𝑝𝑏(𝑎𝑗 |𝑐 = 0) 𝑝𝑏(𝑎𝑗 |𝑐 = 1) 𝑝𝑏(𝑎𝑗 |𝑐 = 2)

puta (1) 0.871 0.026 0.103 0.888 0.035 0.077
gay (1) 0.006 0.545 0.450 0.013 0.667 0.320
mujeres (1) 0.084 0.650 0.266 0.091 0.694 0.215
puto (1) 0.343 0.038 0.619 0.475 0.053 0.472
joto (1) 0.000 0.099 0.901 0.003 0.157 0.840

empoperate (0.249) 0.219 0.263 0.517 0.265 0.266 0.464
ligarde (0.249) 0.218 0.265 0.515 0.265 0.269 0.464
páramo (0.249) 0.218 0.267 0.514 0.265 0.269 0.464
conocidos (0.249) 0.214 0.278 0.506 0.265 0.269 0.464
vergones (0.249) 0.214 0.280 0.505 0.265 0.266 0.465

Table 7 reveals that words with higher weights often share semantic relationships with other words,
resulting in less informative class distributions. Conversely, words with lower weights tend to have



distinct distributions among words, making them more informative for classification. The same occurs
for Track 3.

3.3. Document weights

The document weights aimed to enhance the estimation of the prior and conditional probabilities
(equations 2 and 3) by providing more information to the estimators based on the origin of each word
during the training phase (equations 12 and 13).

Table 7 presents a comparison of the estimated conditional probabilities for the Weighted NB and
Multinomial NB models. As shown in the table, the conditional probabilities from our proposed model
improved compared to the base model, particularly for words strongly associated with class P, like
"puta", "gay", "puto", and "joto," and for the word "vergones." Equations 10 and 11 demonstrate that the
document weight is proportional to the number of words in it, meaning that longer documents receive
a higher weight. However, this weighting scheme may not be the most effective way to differentiate
between documents, as it does not account for the specific content or relevance of the words.

3.4. Evaluation for prediction performance

The evaluation metrics used were macro-averaged F1-score, precision, and recall. The models were
compared with the HOMO-MEX 2024 base model. Our base model (Multinomial NB) was evaluated
using only the macro-averaged F1-score on the test set. The results are shown in Table 8 and 9.

Table 8
Comparison of Model Performance on Track 1

Model F1-score Precision Recall

Base NB 0.735 - -
Weighted NB 0.791 0.83 0.763
HOMO-MEX 2024 0.852 0.916 0.818

Table 9
Comparison of Model Performance on Task 3

Model F1-score Precision Recall

Base NB 0.489 - -
Weighted NB 0.489 0.479 0.5
HOMO-MEX 2024 0.489 0.479 0.5

4. Conclusions

In this paper, we presented our approach for the HOMO-MEX 2024 shared task, focusing on the detection
of LGBTQ+phobic content in Spanish text. Our weighted Naive Bayes model, incorporating both word
and document weights, demonstrated its effectiveness in outperforming the baseline Multinomial Naive
Bayes model on Track 1 (hate speech identification).

Our results highlight the potential of weighted Naive Bayes as a valuable tool for identifying and
mitigating LGBTQ+phobic content online. The model’s ability to assign weights to both words and
documents allows it to capture nuanced patterns in language and better differentiate between hateful
and non-hateful content.

While our model showed promising results, there is still room for improvement. Future work
could explore alternative weighting schemes, incorporate additional features, or experiment with



different machine learning algorithms to further enhance the accuracy and robustness of LGBTQ+phobia
detection systems.

This research contributes to the ongoing efforts to create safer and more inclusive online environments
by providing a practical and effective approach for identifying and addressing harmful content. By
continuing to develop and refine these tools, we can work towards a future where online platforms are
free from hate speech and discrimination.
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