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Abstract
This paper describes our solution approach for the IberAuTexTification (Automated Text Identification
on Languages of the Iberian Peninsula) competition held as part of the IberLEF 2024 conference. Machine-
generated text fragments can be spotted in almost various domains nowadays. The rapid progress of
language models and the booming distribution of such texts sometimes confuses human beings. In
this article, we present a model for detecting machine-generated fragments based on the aggregation
of responses from a large language model BLOOM and two BERT-like encoders Multilingual E5 and
XLM-RoBERTa. Given the specificity of the task, namely the presence of the different languages of the
Iberian Peninsula, we fine-tuned the distinct models for different subgroups of languages. The method
described in the paper helped our team to achieve about 67% for the binary classification dataset with 6
languages in the final competition result.
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1. Introduction

Artificial text sequences generation quality is increasing rapidly nowadays [1]. Appearance of
GPT architecture [2] and several learning techniques such as RLHF [3], opened a new round of
development of large language models. The release of ChatGPT by OpenAI [4] launched a wave
of spreading generated fragments on the Internet. We can observe today on a regular scale the
appearance of architectures with billions of parameters. A large zoo of LLaMA [5], BLOOM
[6], Claude [7], Mistral [8] models are available that handle the task of generating human-like
text perfectly. Although the progress of such models is impressive, it poses new challenges for
scientists, as the development of these systems implies the emergence and spread of generated
fragments in texts of various domains. However, there is a downside: widespread access to
these models often leads to the expansion of fake news [9], plagiarism [10] and misinformation.
Therefore, the improvement of artificial text detection techniques occurs simultaneously with
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the improvement of text generation methods. In order to prevent the gap between quality
generation and precision of detection from growing, it is necessary to periodically update and
modernise existing detection approaches with newly generated fragments.

The robustness of each detection approach varies from one situation to another, although
classifiers with pre-trained models tend to have higher generalisation ability and classification
stability under domain changes. Such pre-trained language encoders are also capable of extract-
ing subtle semantic information that is not easily obtained with hand-crafted feature sets and
yet is often crucial for natural language understanding and further attribution of authorship.
Recently, it has become popular to use large language models themselves for classification
cases [11]. Adapter-based fine-tuning methods, such as LoRa [12] and QLoRa [13], allow, with
relatively low computational resources, to fine-tune large language models for the required
domain. This would be impossible if one had to train all parameters of various billions architec-
tures. The approach of fine-tuning a pre-trained language encoder and training a large language
model using lightweight adapters is provided in this paper as part of the IberAuTexTification
[14] competition held as part of the IberLEF 2024 [15], which aims to boost research in the
area of detecting automatically generated text using text generation models. Last year, we also
participated in the AuTexTification [16] machine generation research and solved it only with
fine-tuning BERT-like architectures [17].

In this article we perform aggregation of two BERT-based encoders and large language model
BLOOM to obtain embeddings for each text in the collection and classify it once. We have done
this due to the specificity of the task, we were looking for strengths in different architectures
and analysing their capabilities and metrics for each language from the Iberian Peninsula.

2. Task

The IberAuTexTification is the second version of the AuTexTification competition consisted of
2 subtasks.

• Subtask 1 - participants need to determine whether the text has been automatically
generated or not;

• Subtask 2 - participants are provided with a text and need to identify which model has
generated it;

According to the organisers, the number of models for data collection has expanded this year,
adding GPT-4, LLaMA, Anthropic, Falcon [18], MPT [19] and many others. In addition, new
domains and languages have been introduced. Now in each task the texts are presented in 6
languages: Spanish, English, Catalan, Gallego, Euskera, and Portuguese.

In this paper we considered the approach for solving the subtask 1 on samples with binary
classification in six languages. There is a given dataset 𝒟 = (𝑥𝑖, 𝑦𝑖):

𝑥𝑖 = {𝑥1𝑖 , . . . , 𝑥𝑚𝑖 }, 𝑥𝑗𝑖 ∈ 𝒲, 𝑗 ∈ {1, . . . ,𝑚}, 𝑦𝑖 ∈ {0, 1},

where 𝒲 corresponds to all possible strings in the given language. The label 𝑦𝑖 = 1 corresponds
to text that is likely machine-generated, 𝑦𝑖 = 0 corresponds to human excerpt.



Sample text Label
No le digas lo que tiene o no tiene, pero sí que puede ayudarte a
verle con otros ojos y entender mejor sus sentimientos

machine

Talk to your doctor and let him or her know about persistent side
effects. Discuss ways to manage them and still get the benefit
you need from the medication

human

Table 1: Example of raw rows from provided data.

Formally, the task is to find the binary classifier that minimizes an empirical risk on the
dataset 𝒟:

𝑓 = argmin
𝑓∈F

∑︁
𝑥𝑖,𝑦𝑖∈𝐷

[𝑓(𝑥𝑖) ̸= 𝑦𝑖],

where F is a set of all considered classification models.

3. Dataset

The dataset proposed by the organisers for the training stage consisted of 109,663 examples
with the labels ’human’ and ’machine’. According to the authors, the texts are based on different
domains, including essays, news, social media, wikipedia, etc. In this way, it will be possible to
identify the robustness of the developed algorithm to the style of writing: from more structured
and formal to less structured and informal. Examples of generated and human texts are provided
in the Table 1.

Note that we split the provided train data into two parts (105,000 and 4,663 samples) in order
to use the second part as test data for our approaches. The second part was class balanced and
all studies and experiments in the paper were performed on the first part.

Before starting to build the classification algorithm, we decided to analyse the data provided.
The texts were nearly balanced in terms of their class, as illustrated in Figure 1. In terms of
length statistics, the fragments are rather long. The length corresponds to the size of a small
paragraph, which will help to make the tuning of the future detector more accurate, since the
length of the input sequence is crucial [20]. The length values by class are shown in the Table 2.

The authors of the competition imposed a restriction on the use of the data: only submitted
samples could be used, and no external sources were allowed. As a preprocessing of the data,
we performed a minor cleaning in which we removed anomalously short and anomalously
long fragments. In addition, since there are 6 languages in the dataset, we decided to clarify
the statistics across each language within. Using the CLD3 tool [21], we separated texts by
language and calculated the class statistics for them at Fig. 2. It is worth noting that a couple of
hundred texts were classified by a language not included in the list of the declared six. These
could be either false positives of the language detection tool or rubbish in the data. We decided
not to use them when tuning future algorithms. URLs and HTML tags also were extracted and
cleaned up using the regular expressions module.



Figure 1: Distribution of classes in provided
data.

Data Part Mean Length Median Length
Human 1057.0 1117.0
Machine 1036.0 977.0

All 1046.00 995.0

Table 2: Length statistics in provided data.

Figure 2: Statistics on the presented classes in language-separated text sequences.

4. Experiments

4.1. Methods Description

Based on a review conducted on the task, we were able to determine the most relevant models for
solving the problem within different languages. In recent years, transformer models [22] have
been the most frequently used in natural language processing tasks [23]. Their efficiency has
been proved by various researches, so in this paper the experiments were carried out with this
group of models. Transfer learning is commonly utilized in the implementation of such models.
This is an approach in deep learning, where network knowledge from one task is transferred to
solve another, related task, thus making it narrowly focused. The fragment embeddings that can
be obtained by those models are generally able to have an excellent contextual understanding
and may not only be multidomain, but may also be multilingual. We have paid attention to
two models that have been specified as baseline methods: XLM-RoBERTa [24] and Multilingual
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Figure 3: Description of the idea of LoRA Adapter. Let 𝑊𝑈𝑝𝑑𝑎𝑡𝑒𝑑 = 𝑊0 + ∆𝑊 , where ∆𝑊
contains information about how much we want to update the original weights. For
computational learning efficiency, the ∆𝑊 matrix is decomposed into two smaller
matrices 𝐴 and 𝐵. We have low-rank updates via 𝐴𝐵, where the rank is denoted as 𝑟,
which is a hyperparameter.

E5 [25]. In addition, over the last year we can observe a huge number of publications, where
the classification problem is solved using large language models. Having a small amount of
computational resources, this became possible with the appearance of lightweight adapters.
Quality achieved in tasks with adapters approach has high performance [26]. The basic method
for training LoRa adapters is shown in Fig. 3. Therefore, we decided to use not only transformer-
based encoders, but also a large language model for fine-tuning. A more detailed description of
the selected architectures to solve the task set by the organisers:

1. RoBERTa (Robustly Optimized BERT Pretraining Approach) — has the same architecture
as BERT [27], but uses a byte-level BPE as a tokenizer (same as GPT-2 [28]) and uses
a different pretraining scheme and optimization features. For this task we used XLM-
RoBERTa which is multilingual version of RoBERTa and was pre-trained on 2.5TB of
filtered Common Crawl data containing 100 languages. In our own earlier research,
we found that the performance of the multilingual version was superior to that of the
monolingual version on most tasks. This can be explained by the fact that a multilingual
task setting for training a large model helps to improve the quality of the embeddings,
thus helping them to achieve greater generalizability.

2. Multilingual E5 — a 24-layer text embedding model with an embedding size of 1024, trained
on a mixture of multilingual datasets. This model is initialized from xlm-roberta-large
and continually trained on a mixture data. It supports 100 languages from XLM-RoBERTa,
but low-resource languages may see performance degradation. For this task we used its
large version multilingual-e5-large.

3. BLOOM — the first multilingual LLM trained in complete transparency, the result of
the largest collaboration of AI researchers ever involved in a single research project.



With its 176 billion parameters, BLOOM is able to generate text in 46 natural languages
and 13 programming languages. For almost all of them, such as Spanish, French and
Arabic, BLOOM was the first language model with over 100B parameters ever created.
The architecture of BLOOM is essentially similar to GPT-3 [29]. BLOOM is available in a
large number of models, version 7b1 was chosen in our experiments.

XLM-RoBERTa and E5 have been used as encoders for samples. For classification, we have
redefined the head in BERT-based architecture that will handle with the [CLS] embeddings at
the encoder output. It consisted of 3 fully-connected layers, a GELU [30] activation function
and a dropout technique. For BLOOM, we used the QLoRa adapter approach for fine-tuning
and afterwards used it as a sequence classifier.

4.2. Approach

When investigating BERT-based models, we found that quality metrics are different for languages
with various frequencies. We took into account the information in the Multilingual E5 model
description about the performance degradation in low-resource languages, so we used it only
for fine-tuning for three languages (English, Spanish and Portuguese). Since the authors claim
that XLM-RoBERTa has higher metrics for the low-resource part of the provided data, we used
it for additional training on Catalan, Euskera and Gallego. In addition to this, previous studies
show that the large language model BLOOM has a good quality of encoding different languages,
5 out of the 6 languages provided in the challenge got on their list. Therefore, we fine-tuned
the lightweight adapter for BLOOM on them. What seemed to be an interesting fact is that
the Gallego language, which was not declared in BLOOM, despite the fact that no fine-tuning
was performed on it, still showed a competitive value of the declared metrics. Thus, we have
three fine-tuned models: BLOOM for all languages, XLM-RoBERTa for low-resource Iberian
Peninsula languages and Multilingual E5 for the most popular ones.

After several stages of testing different strategies, we came up with settings for the fine-
tuning lightweight adapter with PEFT method. The BLOOM model was loaded in 4-bit format
using double quantisation, adaptation parameters r = 64 and lora_alpha = 16 were chosen
and adaptation was applied to query, key and value matrices. Regarding the pre-training of
BERT-like encoders for low-resource languages, the procedure was carried out with the basic
parameters described in the E5 release.

We tried many methods of aggregating the answers, but the strongest one was the aggregation
of human class labels. Namely, for each test sample, we defined its language and if it is a
high-frequency one, we look at the prediction of BLOOM and E5, otherwise BLOOM and
XLM-RoBERTa. The joint prediction was done by aggregation, if both the first model and the
second model indicate the class of human, then the label of belonging to the class ’human’ is
placed. Otherwise, the label ’generated’ is placed.

In addition, we conducted experiments without a pair of models, but only relying on the
responses of one model. However, as the results on the postponed test sample showed - no
quality gain was observed.



Model
BLOOM answers

Without aggregation With aggregation
XLM-RoBERTa 94.38 94.75

Multi E5 94.38 95.15
XLM-RoBERTa and Multi E5 95.89 96.94

Table 3: Comparison of the metrics of the models on the postponed data sample. The ’without’
column indicates that only the model response specified in the row is used for the
languages in which the model was trained, and the BLOOM response is used for the
rest of the examples. The ’with’ column indicates the aggregation metrics when the
model response is combined with the BLOOM response.

4.3. Comparison

The results obtained in the experiment on our test data are presented in Table 3. The metric
chosen was 𝐹1-score, the same as in the competition. Aggregation of responses improved
the model response space and had a positive effect on quality increase. BLOOM responses
aggregated with XLM-RoBERTa and Multilingual E5 responses showed the highest results in
terms of chosen metric on the cleaned data. The model with these settings was submitted by
our team as a solution to the IberAuTexTification competition, which placed us in the top-14.

5. Conclusion

The paper describes an approach to the issue of machine-generated text detection. We propose
a model for artificial text detection based on aggregating the responses of a large language
model BLOOM, which has been pre-trained on 5 out of 6 presented languages for detection
using lightweight adapters with QLoRa approach and two transformer-based encoders XLM-
RoBERTa (trained on Catalan, Gallego, Euskera) and Multilingual E5 (trained on Spanish,
English, Portuguese) to obtain embeddings of individual excerpts and further classification.
To improve the detection performance, we pre-processed the original training dataset using
cleaning. Aggregation performed significantly better with respect to the single responses of
each model as well as their joint performance, but without aggregation. The resulting model
showed an 𝐹1-score in the final results of the IberAuTexTification competition of about 67% for
the binary dataset for the declared six languages.
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