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Abstract
Degenerate strings (DS) and elastic degenerate strings (EDS) are a way to represent, in a compact form,
strings that contain a high degree of similarity. They can be particularly useful in some fields, such as text
processing or the study of DNA mutations in computational biology, where it is necessary to efficiently
manage several variations of a sequence. In practice, a degenerate string is a string whose symbols,
called degenerate, can have several alternatives (hence a degenerate symbol is a set). In the literature
different constraints have been imposed on degenerate string symbols. For example, the symbol can only
be i) a set of letters of the alphabet, ii) a set of strings of the same length, or iii) a set of strings of variable
length (including the empty string). We consider the latter in its most general form, which is known as
elastic degenerate strings. Our contribution is the introduction of the Burrows-Wheeler transform of an
elastic-degenerate string (EDS-BWT). We show that EDS-BWT is reversible and that it can be used to
solve the pattern matching problem, i.e., the problem of finding a standard string pattern within an EDS,
by adapting the inner properties of the classical Burrows-Wheeler transform. Finally, we implemented
the EDS-BWT encoding/decoding and the prototype edsBWTSearch to experimentally compare our
pattern matching approach to other existing tools managing elastic degenerate strings.
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1. Introduction

The Burrows–Wheeler transform (BWT) was introduced in [1] as a method for compressing
a single string, and then, it was shown to be effective in many other areas, with applications
spanning beyond its original purpose [2]. For instance, it has been successfully used for compact
text indexing [3, 4, 5, 6] and for bioinformatics applications, e.g., for sequence alignment [7],
phylogenetic analysis [8], genome assembly [9] as well as for sequencing data compression [10].

Roughly, the BWT performs a permutation of the letters of an input string 𝑇 . First, the
cyclic rotations of 𝑇 are sorted in lexicographic order, and then the bwt(𝑇 ) is obtained by
concatenating the last letters of the (sorted) cyclic rotations of 𝑇 . The BWT can also be defined
by sorting the suffixes of 𝑇$ [1], where $ is an end-marker symbol that does not appear in 𝑇
itself and it is lexicographically smaller than any of the symbols in 𝑇 .

Shifting the focus from a string to a collection of strings, the BWT of a string collection can be
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defined analogously. That is, either by sorting the cyclic rotations of all strings in the collection1,
as in [11], or by sorting their suffixes, as in [12]. In the latter case, a distinct end-marker symbol
is appended to each string, giving an ordered collection of strings. The BWT and its extension
to a collection of strings allow to define a map from symbols occurring in the transformed
string 𝐿 to the string 𝐹 of lexicographically sorted symbols of 𝐿. This mapping is known as
LF-mapping, and it allows both the reversibility of the transform and the search for patterns
(called backward search). The LF-mapping and the backward search are the key machinery in
the FM-index [13].

Degenerate strings (DS) and elastic degenerate strings (EDS) have been introduced as a way
to efficiently represent sequences that contain a high degree of similarity. For instance, in
bioinformatics, they are used to represent pangenomes, which are collections of closely-related
genomic sequences that one needs to analyze together [14].

A degenerate string (also known as indeterminate string) over an alphabet Σ is a sequence
𝐷 = 𝑌1 · · ·𝑌𝑘 where each 𝑌𝑖 is a subset of Σ. It represents any string that can be obtained by
selecting one letter from each subset from left to right. In 2017, Iliopoulos et al. [15] defined
a more general notion of degenerate strings: an elastic-degenerate string (EDS) over Σ is a
sequence 𝒟 = 𝑋1 · · ·𝑋𝑘 of non-empty subsets 𝑋𝑖 of strings over Σ, where each 𝑋𝑖 is called
degenerate symbol. If instead each 𝑋𝑖 contains strings of the same length, 𝒟 is called general
degenerate string [16].

Here is an example of an EDS, which we use throughout this paper:

𝒟 =

{︃
ATTGCT

}︃{︃
𝐶𝑇𝐴

}︃{︃
CTACGGACT

}︃{︃
A
}︃{︃

CTGT

}︃
𝑇𝐴

𝜖
𝐴

(1)

We remark that Eq. (1) is a compact way to represent all the strings that are obtained by taking
an element from each set and concatenating them in order.

Elastic-degenerate strings and their variants have been much studied in the literature in
recent years, mainly for the pattern matching problem, which consists of finding the occurrences
of a pattern in an ED string [17, 16, 18, 19, 20]. For instance, the pattern 𝑇𝑇𝐴𝐶𝑇 occurs in 𝒟,
across the first three degenerate symbols. A variety of methods and data structures have been
used for the pattern matching problem on very similar strings. The following partial list gives a
few examples [21, 22, 23, 24, 25, 26, 27] (see also references therein).

1.1. Our contribution

In this paper, we introduce the Burrows-Wheeler transform of an elastic degenerate string
(EDS-BWT), which applies the EBWT to a sequence of ordered collections of strings of any
length, and show that this transform is reversible. The core of our method is a mix between the
classical BWT [1] and the EBWT [12], together with a mapping between strings belonging to
consecutive degenerate symbols. We also present an algorithm for solving the pattern matching
problem on an elastic degenerate string. Specifically, we are able to return the number of starting
positions of pattern occurrences and, for each pattern occurrence, the index of the degenerate
symbol and the string position at which the occurrence starts. For instance, searching pattern

1In this case, one needs to use the 𝜔-order defined in [11].
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𝑃 = 𝑇𝑇𝐴𝐶 in the string 𝒟 in Eq. (1), we return that there is at least one occurrence that starts
in the first degenerate symbol at the last letter of the only string in it.

To the best of our knowledge, no other work does it, although some authors introduced the
BWT for degenerate strings [27] and for closely-related sequences [28, 29, 5, 30, 31, 32] (see
also references therein).

2. Background and Notation

Let Σ = {𝑐1, 𝑐2, . . . , 𝑐𝜎} be a finite ordered alphabet Σ with 𝑐1 < 𝑐2 < . . . < 𝑐𝜎 , where <
denotes the standard lexicographic order, and let 𝜖 be the empty string. Let 𝑆 be a string (or
word) of length 𝑛 on Σ and 𝑆[𝑖] its 𝑖-th letter (or symbol). A substring 𝑆[𝑖, 𝑗] of 𝑆 coincides with
𝑆[𝑖] · 𝑆[𝑖+ 1] · · ·𝑆[𝑗], where · is the concatenation operator. For any 1 ≤ 𝑗 ≤ 𝑛, the substring
𝑆[1, 𝑗] is called a prefix of 𝑆 and 𝑆[𝑗, 𝑛] a suffix of 𝑆.

The Burrows-Wheeler Transform (BWT) [1]. The BWT is a well-known reversible transforma-
tion defined on a string 𝑆 that permutes its letters. By appending an end-marker symbol $ to 𝑆
and by sorting all the suffixes of 𝑆$ in lexicographic order, the output of the BWT is a string
bwt(𝑆) of length 𝑛+ 1 obtained by concatenating the letters (circularly) preceding each suffix
in the list of sorted suffixes. More precisely, for each 𝑖, bwt(𝑆)[𝑖] is the letter preceding the 𝑖-th
lexicographically smallest suffix of the string 𝑆$, except for the suffix 𝑆$, where the preceding
letter is set to be $.

The BWT of a string collection [11, 12]. The BWT extended to a string collection 𝒮 , known as
EBWT, is a reversible transformation that produces a string ebwt(𝒮) that is a permutation of
all the symbols of all strings in 𝒮 .

Let 𝒮 = {𝑆1, 𝑆2, . . . , 𝑆𝑘} be a collection of 𝑘 strings on the alphabet Σ. We append to each
string 𝑆𝑖 ∈ 𝒮 a different end-marker symbol $𝑖, not belonging to Σ and lexicographically
smaller than any other symbol in Σ, by setting $𝑖 < $𝑗 for each 𝑖 < 𝑗2. That is, if 𝑆𝑖 has length
𝑛𝑖, we define 𝑆𝑖[𝑛𝑖 + 1] = $𝑖. In the following, we will always use 𝑆𝑖 to refer to a string of
length 𝑛𝑖 + 1 terminating with the end-marker symbol $𝑖. Finally, let 𝑁 =

∑︀𝑘
𝑖=1 𝑛𝑖 + 𝑘 be the

number of letters of all strings in 𝒮 (including their end-marker symbol).
Note that, after appending a distinct end-marker symbol to each string in 𝒮 , the collection 𝒮

becomes an ordered collection. Exclusively for implementation purposes, a unique end-marker
symbol $ is used for all strings in 𝒮 , even if each $ implicitly carries the index of the string to
which it was appended.

LF-mapping. Let 𝐿 be the string bwt(𝑆) and 𝐹 the string obtained by sorting all the symbols
of 𝑆 lexicographically. The reversibility of the BWT (as well as of the EBWT) is based on the
following two properties stated in [1]:

• For all 𝑖 = 1, . . . , 𝑛+ 1, the symbol 𝐹 [𝑖] circularly follows the symbol 𝐿[𝑖] in the string
𝑆;

• For each symbol 𝑐 ∈ Σ, the 𝑗-th occurrence of 𝑐 in 𝐿 corresponds to the 𝑗-th occurrence
of 𝑐 in 𝐹 .

2We note that in [11] the EBWT is defined without appending end-marker symbols to the strings: cyclic rotations of
the strings in 𝒮 are sorted by means of an order relation, called 𝜔-order, on infinite strings.
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From the second property, it follows that given a position 𝑖 in 𝐿 such that 𝐿[𝑖] = 𝑐, the position
in 𝐹 corresponding to that occurrence of 𝑐 is given by 𝐶[𝐿[𝑖]] + rank𝐿(𝑖, 𝐿[𝑖]), where 𝐶 is
an array storing for any 𝑐 ∈ Σ the total number of symbols in 𝑆 that are smaller than 𝑐, and
rank𝐿(𝑖, 𝐿[𝑖]) is the number of occurrences of 𝐿[𝑖] in the prefix 𝐿[1, 𝑖]. This mapping gives a
correspondence between symbol occurrences in 𝐿 and symbol occurrences in 𝐹 , and is known
as LF-mapping [3, 13].

Bit vectors. A string of zeros and ones is called bitvector. Given a bitvector 𝑏 of length 𝑛, the
operators rank𝑏 and select𝑏 are defined as follows, for any 1 ≤ 𝑖 ≤ 𝑛 and 𝑐 ∈ {0, 1}:

rank𝑏(𝑖, 𝑐) = |{𝑗 | 1 ≤ 𝑗 ≤ 𝑖 and 𝑏[𝑗] = 𝑐}|
select𝑏(𝑖, 𝑐) = 𝑗, with 𝑏[𝑗] = 𝑐 and rank𝑏(𝑗, 𝑐) = 𝑖, if such 𝑗 exists.

In other words, rank𝑏(𝑖, 𝑐) gives the number of occurrences of the bit 𝑐 in the prefix 𝑏[1, 𝑖],
while select𝑏(𝑖, 𝑐) returns the index of the 𝑖-th occurrence of 𝑐 in 𝑏 (if it exists). A bitvector 𝑏
can be preprocessed in order to support rank𝑏 and select𝑏 queries in constant time [33].

Elastic Degenerate string. An elastic degenerate string (see [15, 17]) (or ED string) is a sequence
of 𝑘 finite nonempty sets of strings (including 𝜖) 𝑋1 · · ·𝑋𝑘 of combined total length 𝑁 . Each
𝑋𝑖 is called degenerate symbol.

Given an elastic degenerate string 𝒟 = 𝑋1 · · ·𝑋𝑘, for each 𝑖 = 1, . . . , 𝑘, we denote the
strings in 𝑋𝑖 by 𝑤𝑖,1, . . . , 𝑤𝑖,ℓ𝑖 , where |𝑋𝑖| = ℓ𝑖 ≥ 1.

Essentially, an elastic degenerate string represents all possible strings that can be constructed
by taking an element from each degenerate symbol and concatenating them. For example,
{𝐴𝑇,𝐶}{𝐶,𝐺}{𝑇𝐶} represent the strings 𝐴𝑇𝐶𝑇𝐶 , 𝐴𝑇𝐺𝑇𝐶 , 𝐶𝐶𝑇𝐶 , 𝐶𝐺𝑇𝐶 .

3. The BWT of an elastic degenerate string

In this section we define EDS-BWT, which is the BWT of an elastic degenerate string
𝒟 = 𝑋1 · · ·𝑋𝑘, where 𝑋𝑖 = {𝑤𝑖,1, . . . , 𝑤𝑖,ℓ𝑖}, |𝑋𝑖| = ℓ𝑖 ≥ 1 and ℓ =

∑︀𝑘
𝑖=1 ℓ𝑖. We

need to append to each 𝑤𝑖,𝑗 an end-marker symbol $𝑟 /∈ Σ, with 𝑟 = 𝑗 +
∑︀𝑖−1

𝑠=1 ℓ𝑠. In
this way, denoting 𝑤𝑖,𝑗$𝑟 by 𝑆𝑟, we obtain a single ordered collection (of strings) 𝒮 =
{𝑆1, 𝑆2, . . . , 𝑆ℓ1 , 𝑆ℓ1+1, . . . , 𝑆ℓ1+ℓ2 , . . . , 𝑆ℓ}. Roughly, we are appending an end-marker sym-
bol at the end of each string of each degenerate symbol, proceeding left-to-right among the
symbols and giving an arbitrary order to the strings within the degenerate symbols. Note that
when 𝑤𝑖,𝑗 = 𝜖, the resulting string is $𝑟 , with 𝑟 as above.

Definition 3.1. Given an elastic degenerate string 𝒟 = 𝑋1 · · ·𝑋𝑘 the Burrows-Wheeler
transform of 𝒟 (called EDS-BWT) is defined as the pair edsbwt(𝒟) = (ebwt(𝒮),ℒ𝐸𝐷) where
𝒮 is the ordered collection 𝒮 = {𝑆1, . . . , 𝑆ℓ} and ℒ𝐸𝐷 is defined as follows:
For 𝑞 = 1, . . . , ℓ, let 𝑝 be the position of $𝑞 in ebwt(𝒮), and let the associated string 𝑆𝑞 belong
to the degenerate symbol 𝑋𝑡, for some 1 ≤ 𝑡 ≤ 𝑘.
Then, if 𝑡 > 1, we define ℒ𝐸𝐷(𝑝) to be the interval of positions [𝑏, 𝑒] in ebwt(𝒮) such that
𝑋𝑡−1 = {𝑆𝑏, . . . , 𝑆𝑒}. Otherwise, ℒ𝐸𝐷(𝑝) circularly gives the interval of positions [𝑏, 𝑒] such
that 𝑋𝑘 = {𝑆𝑏, . . . , 𝑆𝑒}.
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row ℒ𝐸𝐷 ebwt(𝒮) sorted suffixes
1 T $1
2 A $2
3 A $3
4 A $4
5 T $5
6 A $6
7 [5, 5] $7 $7
8 T $8
9 T A$2
10 T A$3
11 [1, 1] $4 A$4
12 [5, 5] $6 A$6
13 T ACGGACT$5
14 G ACT$5
15 [8, 8] $1 ATTGCT$1
16 A CGGACT$5
17 G CT$1
18 A CT$5
19 [1, 1] $2 CTA$2
20 [2, 4] $5 CTACGGACT$5
21 [6, 7] $8 CTGT$8
22 G GACT$5
23 T GCT$1
24 C GGACT$5
25 T GT$8
26 C T$1
27 C T$5
28 G T$8
29 C TA$2
30 [1, 1] $3 TA$3
31 C TACGGACT$5
32 T TGCT$1
33 C TGT$8
34 A TTGCT$1

Table 1
The EDS-BWT of our running example
Eq. (1). For clarity, we also represent the
sorted list of the suffixes.

Positions in
L F
1 26
2 9
3 10
4 11
5 27
6 12
7 [5,5]
8 28
9 29
10 30
11 [1,1]
12 [5,5]
13 31
14 22
15 [8,8]
16 13
17 23
18 14
19 [1,1]
20 [2,4]
21 [6,7]
22 24
23 32
24 16
25 33
26 17
27 18
28 25
29 19
30 [1,1]
31 20
32 34
33 21
34 15

Table 2
𝐿𝐹𝐸𝐷 .

row F 𝐿
1 $1 T
2 $2 A
3 $3 A
4 $4 A
5 $5 T
6 $6 A
7 $7 $7
8 $8 T
9 A T
10 A T
11 A $4
12 A $6
13 A T
14 A G
15 A $1
16 C A
17 C G
18 C A
19 C $2
20 C $5
21 C $8
22 G G
23 G T
24 G C
25 G T
26 T C
27 T C
28 T G
29 T C
30 T $3
31 T C
32 T T
33 T C
34 T A

Table 3
LF-mapping and backward
search for 𝑇𝐴𝐶 .

The ED string of our running example Eq. (1) gives the ordered collection

𝒮 = {𝐴𝑇𝑇𝐺𝐶𝑇$1, 𝐶𝑇𝐴$2, 𝑇𝐴$3, 𝐴$4, 𝐶𝑇𝐴𝐶𝐺𝐺𝐴𝐶𝑇$5, 𝐴$6, 𝜖$7, 𝐶𝑇𝐺𝑇$8}.

Remark 3.2. As in [12] for the computation of the EBWT, we can use the same end-marker
for all strings, so that the size of the alphabet increases by just one. However, each end-marker
has a different (implicit) index determined by the order of the strings in the collection 𝒮 . In this
way, during the construction of ebwt(𝒮), a list containing the position 𝑝 in ebwt(𝒮) of each $𝑞
together with its index 𝑞 can be returned.

Note that, in the definition of ℒ𝐸𝐷, 𝑏 = (ℓ1 + · · · + ℓ𝑡−2) + 1 and 𝑒 = ℓ1 + · · · + ℓ𝑡−1 for
each 𝑡 > 1. Also, the next remark follows:

Remark 3.3. Let 𝑝 and 𝑝′ be two different positions in ebwt(𝒮) such that ebwt[𝑝] = $𝑞 and
ebwt[𝑝′] = $𝑞′ . If the associated strings 𝑆𝑞 and 𝑆𝑞′ belong to the same degenerate symbol 𝑋𝑡,
then ℒ𝐸𝐷(𝑝) = ℒ𝐸𝐷(𝑝

′) by definition.
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Reversibility To show that the EDS-BWT is reversible, we describe how LF-mapping works
for this new transform. Note that LF-mapping for the EDS-BWT is different from that for the
classical EBWT. Indeed, in the EBWT, the strings are independent from each other. Conversely,
in our EDS-BWT, the strings in 𝒮 belonging to consecutive degenerate symbols need to be
“linked” to reconstruct the elastic degenerate string 𝒟.

Table 1 shows the transform of our running example. For instance, edsbwt(𝒮)[20] = $5,
and its associated string 𝑆5 belongs to 𝑋3, so ℒ𝐸𝐷(20) = [2, 4], which is an interval of three
positions. Thus the previous degenerate symbol 𝑋2 is a set of three strings. Specifically, it is
𝑋2 = {𝐶𝑇𝐴, 𝑇𝐴, 𝑇}.

The following proposition states the properties of the LF-mapping for an ED string. The
proof follows immediately from the original LF-mapping properties and the definition of ℒ𝐸𝐷 .

Proposition 3.1. Let 𝒮 be the collection of strings associated to an ED string 𝒟 and let
edsbwt(𝒟) = (ebwt(𝒮),ℒ𝐸𝐷). Let 𝐿 = ebwt(𝒮) and 𝐹 be the sequence of the lexicographically
sorted letters of 𝐿. The following conditions hold:

• For all 𝑝 = 1, . . . , 𝑁 , the letter 𝐿[𝑝] is circularly followed by the letter 𝐹 [𝑝] in its associated
string 𝑆𝑦 ;

• For each letter 𝑐 ∈ Σ, its occurrences in 𝐿 appear in the same order as in 𝐹 , i.e. the 𝛼-th
occurrence of 𝑐 in 𝐿 corresponds to the 𝛼-th occurrence of 𝑐 in 𝐹 .

• For all 𝑝 = 1, . . . , 𝑁 such that 𝐿[𝑝] = $𝑞 for some 𝑞, the letter 𝐹 [𝑝] is preceded (in the
ED string) by all the symbols in 𝐿[𝑏, 𝑒], where ℒ𝐸𝐷(𝑝) = [𝑏, 𝑒]. If any end-marker symbol
appears in 𝐿[𝑏, 𝑒], then 𝐹 [𝑝] is preceded (in the ED string) by the empty string.

Proposition 3.1 allows us to define the following permutation 𝐿𝐹𝐸𝐷 that maps each position
of 𝐿 to 𝐹 and allows us to link the first symbol of a string in a degenerate symbol to the last
symbol of any string within the previous degenerate symbol.

𝐿𝐹𝐸𝐷[𝑝] =

{︃
𝐶[𝐿[𝑝]] + 𝑟𝑎𝑛𝑘𝐿(𝑝, 𝐿[𝑝]) if 𝐿[𝑝] ̸= $𝑞

ℒ𝐸𝐷(𝑝) if 𝐿[𝑝] = $𝑞
(2)

The 𝐿𝐹𝐸𝐷 of our running example is shown in Table 2.
By using this modified LF-mapping, we are able to reconstruct the ED string, as follows.

We begin from the first end-marker symbol, which is $1, in position 15. Using ℒ𝐸𝐷 we can
find the positions [8, 8] of the last letters in the final degenerate symbol, which in this case
is 𝐿[8] = 𝑇 . Note that, in this example, we have a single string in both the first and last
degenerate symbols. In the general case, by Definition 3.3, ℒ𝐸𝐷 applied to any end-marker
symbol in 𝑋1 gives the interval containing the positions of the last letters of all strings in 𝑋𝑘.
Then, using the LF-mapping described in Eq. (2), we find that 𝑇 is preceded by 𝐿[28] = 𝐺,
and continue in this way until we have reconstructed the string 𝑆8 = 𝐶𝑇𝐺𝑇 . This is correct
since 𝑋5 = {𝐶𝑇𝐺𝑇}. This step stops at position 21, which is such that 𝐿[21] = $8. Thus, we
use ℒ𝐸𝐷 to obtain the positions corresponding to the last letters in the previous degenerate
symbol 𝑋4, ℒ𝐸𝐷(21) = [6, 7]. Since we have two positions now, we reconstruct two different
strings using the same strategy as before; the first is 𝐴, ending at position 12, while the second
terminates immediately, since 𝐿(7) = $7, indicating that 𝑆7 is the empty string. This is correct
since 𝑋4 = {𝐴, 𝜖}.

6
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We do not need to compute both ℒ𝐸𝐷(7) and ℒ𝐸𝐷(12), since by Definition 3.3 they give
the same result of [5, 5]. The reconstruction continues by alternating between the parallel
reconstruction of all the strings in a degenerate symbol and the linking to the strings in the
previous degenerate symbol. This process ends when it reaches the position of first end-marker,
since that was the starting position.

Implementation of ℒ𝐸𝐷 using bitvectors. Let 𝒟 = 𝑋1 · · ·𝑋𝑘 be an ED string. We define
the bitvector 𝑏𝑣(𝒟) associated to 𝒟 as the concatenation of 𝑏𝑣(𝑋1), . . . , 𝑏𝑣(𝑋𝑘), where the
bitvector 𝑏𝑣(𝑋𝑖) of length |𝑋𝑖| has all zeroes except for its first bit, which is one. For instance,
the bitvector of our running example is 𝑏𝑣(𝒟) = 1 100 1 10 1. An analogous definition of a
bitvector to represent the underlying structure of a degenerate string appears in [34].

The following proposition shows how, using rank and select on 𝑏𝑣(𝒟), we can compute
ℒ𝐸𝐷(𝑝) in constant time, provided that the index 𝑞 such that 𝐿[𝑝] = $𝑞 is given.

Proposition 3.2. Let 𝒟 = 𝑋1 · · ·𝑋𝑘 be an elastic degenerate string, and let 𝒮 = 𝑆1, . . . , 𝑆ℓ the
ordered collection of strings contained in the degenerate symbols and let 1 ≤ 𝑞 ≤ ℓ. For 𝑡 > 1,
let 𝑏, 𝑒 be the indexes such that, if 𝑆𝑞 ∈ 𝑋𝑡, then 𝑋𝑡−1 = {𝑆𝑏, . . . , 𝑆𝑒}. If 𝑡 = 1, let 𝑏, 𝑒 such
that 𝑋𝑘 = {𝑆𝑏, . . . , 𝑆𝑒}. Then 𝑏 and 𝑒 can be computed in constant time using just 𝑞 and 𝑏𝑣(𝒟).
Specifically, for 𝑡 > 1, thus rank𝑏𝑣(𝒟)(𝑞, 1) > 1, then

𝑏 = select𝑏𝑣(𝒟)(rank𝑏𝑣(𝒟)(𝑞, 1)− 1, 1),

𝑒 = select𝑏𝑣(𝒟)(rank𝑏𝑣(𝒟)(𝑞, 1), 1)− 1.

For 𝑡 = 1, thus rank𝑏𝑣(𝒟)(𝑞, 1) = 1, then

𝑏 = select𝑏𝑣(𝒟)(rank𝑏𝑣(𝒟)(ℓ, 1), 1), 𝑒 = ℓ.

Proof. Since 𝑏𝑣(𝒟) is the concatenation of the 𝑏𝑣(𝑋𝑡)’s, and since each 𝑏𝑣(𝑋𝑡) contains exactly
one 1, then rank𝑏𝑣(𝒟)(𝑞, 1) gives the 𝑡 such that 𝑆𝑞 ∈ 𝑋𝑡, for each 𝑡. Now observe that,
for 𝑡 > 1, 𝑏 and 𝑒 are the indexes of the first and last string of 𝑋𝑡−1, so 𝑏𝑣(𝒟)[𝑏] = 1 and
𝑏𝑣(𝒟)[𝑒+ 1] = 1. In particular, 𝑏𝑣(𝒟)[𝑏] is the (𝑡− 1)-th 1, while 𝑒 is the position preceding
the 𝑡-th 1. On the other hand, for 𝑡 = 1, 𝑏 and 𝑒 are the indexes of the first and last string of 𝑋𝑘 .

We can now compute 𝑏 and 𝑒 using select. Finally, rank and select can be performed in
constant time on a bitvector, for example using the sdsl-lite library [33].

Note that we need the index 𝑞 for computing ℒ𝐸𝐷(𝑝). The mapping from 𝑝 to 𝑞 can be
obtained during the construction of the ebwt(𝒮) (see Definition 3.2). In our implementation, to
compute 𝑞 in constant time, we use a bitvector 𝑣 such that 𝑣[𝑝] = 1 if and only if ebwt(𝒮)[𝑝] = $𝑗
for some 1 ≤ 𝑗 ≤ ℓ, and an associated array 𝐴 of length ℓ such that 𝐴[𝑖] = 𝑗, if rank𝑣(𝑝, 1) = 𝑖,
for each 1 ≤ 𝑖 ≤ ℓ. Hence 𝑞 = 𝐴[rank𝑣(𝑝, 1)].

We conclude this section by encapsulating the previous observations in Algorithm 1. For
simplicity, when describing the algorithms in the following, we just write $𝑞 ← 𝐿[𝑝] to mean
that we obtain the index 𝑞 from position 𝑝, if such 𝑞 exists, and assign 0 to 𝑞 otherwise.
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Algorithm 1: link(𝑝, 𝑏𝑣(𝒟))
1 $𝑞 ← 𝐿[𝑝];
2 if 𝑞 = 0 then
3 return ∅
4 if $𝑞 /∈ 𝑋1 then
5 𝑏← select𝑏𝑣(𝒟)(rank𝑏𝑣(𝒟)(𝑞, 1)− 1, 1);
6 𝑒← select𝑏𝑣(𝒟)(rank𝑏𝑣(𝒟)(𝑞, 1), 1)− 1;
7 else
8 𝑏← select𝑏𝑣(𝒟)(rank𝑏𝑣(𝒟)(ℓ, 1), 1);
9 𝑒← 𝑠𝑖𝑧𝑒(𝑏𝑣(𝐷));

10 return [𝑏, 𝑒];

4. Exact pattern matching problem

In this section we show how the EDS-BWT can be used to resolve the exact pattern matching
problem for an elastic degenerate string 𝒟 = 𝑋1 · · ·𝑋𝑘.

In the classical problem, a string 𝑇 ∈ Σ* contains the pattern 𝑃 ∈ Σ* if and only if 𝑃 is a
substring of 𝑇 . This concept is generalized to (elastic) degenerate strings in the natural way.

Definition 4.1. Let 𝑃 ∈ Σ*, and let 𝒟 = 𝑋1 · · ·𝑋𝑘 be an ED string over Σ, with 𝑋𝑖 =
{𝑤𝑖,1, . . . , 𝑤𝑖,ℓ𝑖} for each 𝑖. We say that 𝒟 contains the pattern 𝑃 if there exists a collection
of strings 𝑤𝑠,𝑗𝑠 ∈ 𝑋𝑠, . . . , 𝑤𝑠+𝑡,𝑗𝑠+𝑡 ∈ 𝑋𝑠+𝑡, such that 𝑃 is a pattern of 𝑤𝑠,𝑗𝑠 · · ·𝑤𝑠+𝑡,𝑗𝑠+𝑡 , for
some 𝑠, 𝑡 such that 0 ≤ 𝑡 ≤ 𝑘 − 1 and 1 ≤ 𝑠 ≤ 𝑘 − 𝑡.

In this case, we say that 𝒟 contains an occurrence of 𝑃 at position (𝑖, 𝑗𝑖, 𝑟) if 𝑃 begins at
position 𝑟 in 𝑤𝑖,𝑗𝑖 .

Note that more than one occurrence of 𝑃 can start (and end) at the same starting (and
ending) position, since they can select different strings in the degenerate symbols. For example
the pattern 𝐶𝐴𝑇 in 𝒟 = {𝑇,𝐺, 𝑇𝑇𝑇𝑇C}{𝐴,𝑁𝐺, 𝜖}{𝐴,𝐶𝑇, 𝜖}{T} can be obtained in two
different ways starting at position (1, 3, 5) and ending at position (4, 1, 1) (in bold), taking
either the red or the blue strings in the degenerate symbols 𝑋2 and 𝑋3. Conversely, there are
no occurrences of 𝑇𝐺, because 𝑇 and 𝐺 belong to the same degenerate symbol.

In [3], the authors showed how to search a pattern 𝑃 = 𝑃 [1,𝑚] backwards by the output of
the classical BWT. A backward search algorithm first searches for the 𝑃 [𝑚]-interval (i.e. the
interval in 𝐿 of the symbols associated to suffixes starting with 𝑃 [𝑚]), then for the (𝑃 [𝑚 −
1]𝑃 [𝑚])-interval (i.e. the interval in 𝐿 of the symbols associated to suffixes starting with
𝑃 [𝑚− 1]𝑃 [𝑚]), and so on, until the whole pattern 𝑃 [1,𝑚] is found, if there is one. Specifically,
given an interval [𝑏, 𝑒] such that 𝐿[𝑏, 𝑒] are all the letters followed by 𝑃 [𝑗,𝑚] in the original
string, then the letters followed by 𝑃 [𝑗 − 1,𝑚] are in the interval [𝑏′, 𝑒′], with

𝑏′ = 𝐶[𝑐] + 𝑟𝑎𝑛𝑘𝐿(𝑏− 1, 𝑐) + 1, 𝑒′ = 𝐶[𝑐] + 𝑟𝑎𝑛𝑘𝐿(𝑒, 𝑐).

We adapt the backward search algorithm defined in [3] in order to apply it to edsbwt(𝒟) and
solve the pattern matching problem.
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Algorithm 2: edsBWTSearch(edsbwt(𝒟), 𝐶, 𝑏𝑣(𝒟), 𝑃 [1,𝑚])

1 𝑐 = 𝑃 [𝑚], 𝑖 = 𝑚− 1;
2 𝑏 = 𝐶[𝑐] + 1, 𝑒 = 𝐶[𝑐+ 1];
3 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠 = {[𝑏, 𝑒]} ;
4 while 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠 ̸= ∅ and 𝑖 > 0 do

// Compute ℒ𝐸𝐷 on every interval
5 for [𝑏, 𝑒] ∈ 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠 do
6 for 𝑝 ∈ [𝑏, 𝑒] do
7 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠←𝑀𝑒𝑟𝑔𝑒(𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠, link(𝑝, 𝑏𝑣(𝒟))) ;

// Search 𝑃 [𝑖] in the intervals
8 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠′ = ∅ ;
9 𝑐 = 𝑃 [𝑖];

10 for [𝑏, 𝑒] ∈ 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠 do
11 𝑏′ = 𝐶[𝑐] + 𝑟𝑎𝑛𝑘𝐿(𝑏− 1, 𝑐) + 1 ;
12 𝑒′ = 𝐶[𝑐] + 𝑟𝑎𝑛𝑘𝐿(𝑒, 𝑐) ;
13 if 𝑏′ ≤ 𝑒′ then
14 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠′ ←𝑀𝑒𝑟𝑔𝑒(𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠′, {[𝑏′, 𝑒′]}) ;

15 𝑖 = 𝑖− 1 ;
16 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠← 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠′;

17 if 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠 ̸= ∅ then
18 return "Found";
19 else
20 return "Not found";

Algorithm 2 (edsBWTSearch) outlines the steps of the algorithm. edsBWTSearch loops
over the symbols of 𝑃 , starting from the last, and for each iteration updates a list Intervals of
the intervals of 𝐿 which have a positive match for the current symbol. The update happens in
two steps:

• the first step calls link (Algorithm 1). The algorithm finds all the end-marker symbols
contained in the current intervals, and compute ℒ𝐸𝐷 for each of those positions, adding
new intervals to the list. We note the following:

– the newly added intervals are checked again, since they could also contain an
end-marker symbol, meaning that its corresponding string is the empty string;

– the algorithm actually uses a non-circular version of link, because the pattern
matching problem is not circular. Thus, when an end-marker symbol belonging to
the first degenerate symbol is considered, the output of link is the empty interval
(differently from lines 8-9 in Algorithm 1);

– the Merge called in line 7 (and again in line 14) is a modified version of the union
operation. It adds the interval 𝐼 obtained from link to the list of intervals, but
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first checks if 𝐼 is consecutive to or included in other intervals in Intervals. If this
happens, a new interval is instead created by combining the two into one;

• the second step applies the modified backward search to each interval in the list Intervals.
Note that Merge is applied also in this step.

Since link and the 𝐿𝐹 -mapping are called for each interval, then the Merge operation
allows for a faster search by reducing the number of intervals (see Section 5 for an upper bound
on the number of intervals at each iteration).

Table 3 shows the backward search of pattern 𝑇𝐴𝐶 on our running example. The search
begins from interval [16, 21], which is the interval of positions corresponding to letter 𝑃 [3] = 𝐶
(marked in blue in the table). For readability, we will not color every interval in the table at
every step, but we will just mark some “branchings” that visually show the link and update
parts. Nonetheless, we fully describe the search in the following.

Since there are three end-marker symbols in 𝐿[16, 21], link is recursively called on each
of them, giving four additional intervals [1, 1], [2, 4] (in orange in the table), [5, 5], [6, 7]. Note
that [5, 5] is obtained from the recursive call on [6, 7], since 𝐿[7] = $7, which corresponds
to the empty string in 𝑋4 of Eq. (1). The intervals are thus merged into one: [1, 7]. Thus
𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠 = [[1, 7], [16, 21]].

The next step is to update each interval, searching for 𝑃 [2] = 𝐴. Interval [1, 7] gives [9, 12]
and interval [16, 21] gives [13, 14]. Thus 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠 = [[9, 14]].

Again, each end-marker symbol in the intervals is checked, giving [1, 1] (in green) and [5, 5].
Finally, 𝑃 [1] = 𝑇 is searched, obtaining five occurrences of 𝑇𝐴𝐶 , starting at positions 1, 5, 9,
10 and 13 of 𝐿.

The positions in the original ED string can be recovered using the LF-mapping on each of
the resulting positions until reaching an end-marker symbol. This gives the string index, the
degenerate symbol index and the position in the string, which are (1, 1, 6), (2, 1, 2), (2, 2, 1),
(3, 1, 2), (3, 1, 9).

Experiments. In order to evaluate our backward search applied to edsbwt(𝒟), we imple-
mented3 a prototype in C++ that builds ℒ𝐸𝐷 and then solves the pattern matching problem on
an EDS. Since the EBWT is a well-known structure in string algorithms, we used existing tools
to build the ebwt(𝒮). Note that the efficient construction of the EBWT has been the subject of
extensive research (see for instance [12, 35, 36, 37, 38, 39]), that is beyond the goal of this paper.
Therefore, the time needed to build the ebwt(𝒮) depends on the tool used, and the resources
available. Moreover, since our pattern matching strategy is off-line (it builds edsbwt(𝒟)), the
cost to pre-process 𝒟, which however took a couple of seconds for the dataset with the longest
EDS in our experiments, can be amortized for all the pattern searches.

In order to show the effectiveness of our pattern matching method, we have considered
two existing tools, edsm [17] and eds_search [20], that solve the elastic-degenerate string
matching problem in an on-line manner by taking as input an ED string on a biologic alphabet.
In particular, edsm takes an ED string and a solid pattern 𝑃 , it builds the suffix tree of 𝑃 and
scan the ED string left-to-right to return the indices of the degenerate symbols at which each

3https://github.com/giovannarosone/EDS-BWT
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occurrence of 𝑃 ends; while eds_search, given as input an ED string and a solid pattern 𝑃 ,
performs an on-line backward pattern matching by combining the traditional algorithms BNDM
and SHIFT-AND, and returns the number of positions in which an occurrence of 𝑃 starts.

Note that there exist other tools for the pattern matching on closely-related sequences,
but they encode the similar strings with data structures different from ED strings, see for
instance [31, 29, 28, 40].

The experiments were conducted on a DELL PowerEdge R630 machine, 24-core, with Intel(R)
Xeon(R) CPU E5-2620 v3 at 2.40 GHz, with 128 GB of shared memory. The system is Ubuntu
14.04.2 LTS.

We tested our tool on the synthetic elastic degenerate strings used in [17], which are 5
randomly generated strings of lengths 100000, 200000, 400000, 800000 and 1600000. We
searched 40 patterns of lengths 8, 16, 32 and 644 (ten patterns each). The patterns were obtained
by selecting random parts of the ED string and extracting a substring of the desired length, so
that each pattern would occur at least once. This is important, since the absence of a pattern
stops prematurely the execution of the algorithm, giving distorted timings.

Table 4 shows that the performance for all datasets of edsBWTSearch is comparable to the
one of edsm. The tool eds_search is always the fastest, but it does not return the positions
of the pattern occurrences. Excluding the pre-processing time needed to build edsbwt(𝒟),
edsBWTSearch is always faster than edsm; however, the pre-processing time for the largest
dataset is 4.72 seconds that, if added to the edsBWTSearch time of 2.69 seconds, gives 7.41
seconds. Finally, we note that edsBWTSearch is implemented in semi-external memory and
stores on disk part of the index edsbwt(𝒟). In this way, edsBWTSearch is the tool that uses
the least RAM on the largest dataset.

5. Conclusion, discussion and further work

In this work, we introduced a new transform EDS-BWT inspired by the BWT of a string and the
EBWT of a string collection. The EDS-BWT permutes the letters of the strings in 𝒮 associated
with an ED string by exploiting the 𝑒𝑏𝑤𝑡(𝒮) and also returns a function ℒ𝐸𝐷 that allows to
link the strings of a degenerate symbol to the strings of the previous one. The introduced
transform works over any alphabet and it does not concatenate strings in 𝒮 , but keeps track of
links between strings of consecutive degenerate symbols. Moreover, it allows, like the BWT on
a string, to build an index on which to perform pattern searches.

We observe that the time and space usage for computing EDS-BWT depends mainly on the
construction of ebwt(𝒮), because the construction of ℒ𝐸𝐷 can be achieved by simply reading
𝒟 and producing the bit vector 𝑏𝑣(𝒟). Since there are several tools for building ebwt(𝒮), one
can choose the implementation that best suits their own resources.

The pattern matching algorithm involves 𝑚 iterations, where 𝑚 is the length of the pattern
𝑃 . It is easy to see that the first iteration may obtain at most 𝑘 + 1 intervals, because, as for
the classical backward search, edsBWTSearch produces a single interval for the LF-mapping
of letter 𝑃 [𝑚], while ℒ𝐸𝐷 can return at most one interval for each degenerate symbol (see
Definition 3.3). In the same fashion, at most 𝑘 intervals can be added at each subsequent

4eds_search does not support patterns of length greater than 32.
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edsBWTSearch edsm eds_search
�̄� 𝑚 Wall clock (sec) RAM (kb) Wall clock (sec) RAM (kb) Wall clock (sec) RAM (kb)

100000 8 0.27 4404 1.24 14064 0.09 2796
16 0.28 4324 1.20 14048 0.09 2836
32 0.28 4348 1.17 14056 0.09 2884
64 0.28 4396 1.22 14040 - -

200000 8 0.53 4676 1.65 14084 0.13 3212
16 0.54 4692 1.67 14052 0.14 3252
32 0.54 4744 1.74 14048 0.13 3256
64 0.54 4712 1.84 14092 - -

400000 8 0.68 5448 2.50 14056 0.18 4948
16 0.77 5388 2.63 14060 0.19 4948
32 0.68 5380 2.80 14044 0.19 4908
64 0.79 5388 3.15 13988 - -

800000 8 1.34 7224 4.15 14060 0.28 8360
16 1.41 7044 4.61 14060 0.29 8360
32 1.59 7364 5.01 14080 0.27 8360
64 1.54 7028 5.63 14008 - -

1600000 8 2.61 10260 7.47 14020 0.44 15116
16 2.46 10880 8.37 14044 0.46 15116
32 2.57 10200 9.20 14004 0.46 15160
64 2.69 10500 10.67 14052 - -

Table 4
The table shows the total running time and RAM used by the three tools edsBWTSearch, edsm and
eds_search for searching 10 patterns of size 𝑚 in 5 different ED strings of total length 𝑁 .

iteration, one for each degenerate symbol of the EDS. Therefore the worst case is to add 𝑘
intervals at each iteration, for a total of 𝑘𝑚+1. However, this is a theoretical upper bound that
do not take into account the interval merging. Indeed, in the above case, the 𝑘 intervals of each
iteration would be merged into one, giving just 𝑚 intervals, which is far from the worst case.
Accounting for merging, the worst case occurs when all the intervals are non consecutive. Thus,
the maximum amount of intervals added at each iteration is

⌈︀
𝑘
2

⌉︀
, one every two degenerate

symbols. Since we have 𝑚 iterations, this sums up to
⌈︀
𝑘
2

⌉︀
𝑚+ 1 total maximum intervals.

During our experiments, we observed the number of intervals to be strictly decreasing after
the first iteration. We believe this not to be a coincidence and plan to investigate the matter
in subsequent work. Finally, we note that it is possible to reduce the number of intervals by
building a partial index for patterns of small lengths.

Another future direction of work is to show that, like the EBWT, the EDS-BWT is dynamic,
meaning that we can add/remove a string to a degenerate symbol without needing to rebuild
the entire transform, but suitably adding/removing the symbols and updating ℒ𝐸𝐷 .

Moreover, we aim to show that EDS-BWT also allows us to search for multiple patterns at
the same time.
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