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Abstract
Reliable communication is crucial for effective and safe coordination among connected autonomous vehicles
(CAVs), especially in complex scenarios such as roundabouts or intersections. This work investigates the effect
of unreliable communication on emergent communication (EC) for coordinating autonomous vehicles at non-
signalised intersections. Existing EC solutions typically assume reliable — error and noise free — communication,
which is usually not the case in realistic scenarios. We evaluate how communication limitations such as message
noise, partial and whole message loss affect the performance of four state-of-the-art models, namely CommNet,
TarMac, IC3Net and GA-Comm in a non-signalised intersection task of increasing difficulty and reduced visi-
bility. We investigate each model’s resilience to these communication disturbances, additionally analysing the
comparative impact of each disturbance type and intensity on model success rates.
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1. Introduction

Intelligent transportation systems (ITS) aim to enable safer and more sustainable transportation by
alleviating current mobility issues such as accidents, pollution and inefficient utilisation of resources [1].
Among the ITS technologies, vehicle-to-vehicle (V2V) communication has the potential to revolutionise
the transportation sector and enable improvements in safety, energy efficiency, and infrastructure
utilisation [2, 3, 4]. More specifically, information sharing among vehicles through vehicular ad hoc
networks (VANETs) in which Connected Autonomous Vehicles (CAVs) communicate through V2V
communication, and road-side infrastructure through vehicle-to-infrastructure communication (V2I),
can extend situational awareness and assist in building a richer representation of the CAVs’ extended
neighbourhood [5].

An especially challenging subset of traffic scenarios arises when vehicles need to coordinate in order
to use a common resource, such as a roundabout or an intersection. Intersections are among the most
complex and inefficient elements of current traffic systems [6] in which a disproportionate number of
accidents, injuries and fatalities occur [7, 8]. Traditional solutions in autonomous driving manually
define which actions to perform in specific situations using techniques such as behaviour-trees or finite
state machines [9, 10]. While successful, these approaches lack the ability to generalise and cater for
unexpected situations [11]. Designing ‘universal’ hand-crafted rules that can handle the complexity of
all possible scenarios accounting for uncertainty and the intricate relations that emerge between road
actors becomes a daunting task. Indeed, specifying a-priori intelligent behaviour in complex systems is
considered challenging, if not impossible [12, 13].
Multi-agent reinforcement learning (MARL) provides a powerful framework for tackling problems

in which the joint actions of multiple decision-making agents influence a shared environment. By
modelling the interactions between agents, MARL has the potential to develop autonomous systems
capable of navigating complex environments and collaborating to solve challenging tasks [14]. In
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particular, MARL has been proposed as a promising solution for coordinating connected autonomous
vehicles (CAVs) in complex traffic scenarios [15, 16]. A key advantage of MARL is its ability to learn
from experience and generalise to unexpected situations, rather than relying on predetermined rules.
This flexibility allows for the development of strategies that can better handle complex and dynamic
traffic scenarios.

Recently, emergent communication (EC) between reinforcement learning (RL) agents has gathered
significant interest in the research community since the pioneering works of [17, 18]. In this approach,
agents learn to coordinate through a shared channel, allowing for the discovery of communication
protocols based on task requirements. Learned communication tends to be more flexible and goal
oriented leading to improvements in coordination and task success [19, 20]. While significant advances
have been made in the field, showing promise for solving real-world problems, achieving robust
performance requires addressing communication reliability. In realistic environments the quality of
communication is subject to changes due to interference such as noise, message jumbling, information
congestion, message delays and losses [21]. While real-world constraints, namely limited bandwidth,
communication bottleneck and efficiency issues, have been addressed in the literature [22, 23, 24, 25],
communication itself is largely assumed to be error and noise-free [26, 27].

To address this limitation, this work investigates the behaviour of existing EC solutions - typically
assuming reliable communication - in the presence of noise and message drops. We aim to address this
gap by methodically testing the following state-of-the-art EC solutions, CommNet [18], IC3Net [24],
TARMAC [22] and GA-Comm [28], analysing how communication constraints affect task performance
in a non-signalised intersection environment. We investigate model robustness in the presence of noise
and the impact of each type of communication disturbance on task performance.

This work makes the following contributions:

• A review and critique of existing literature in emergent communication tackling noise.
• A systematic investigation of the effects of unreliable communication on agent performance in
the widely used non-signalised intersection environment first introduced by [18].

• A comparative analysis of model resilience to communication disturbances - disturbances not
present during training - detailing the comparative impact of each disturbance type and intensity
on model performance.

The rest of this paper is organised as follows. Section 2 provides a review of emergent communication
applied in non-signalised intersections, and of the current literature on emergent communication in the
presence of noise. Section 3 details the experimental setup including the non-signalised intersection
environment used for evaluation and the noise models that emulate communication disturbances. In
Section 4, the findings of training and testing with noise and message drops are presented and analysed,
along with a discussion on the comparative impact of noise type and intensity on the performance
of the models tested. Finally, Section 5 summarises the key findings and concludes the paper with a
discussion of future work.

2. Background

Emergent communication among reinforcement learning agents is an evolving field that aims to develop
communication protocols without prior explicit instructions or predefined language rules, allowing
agents to collaborate towards a common goal. This approach enables the development of communication
strategies based on the requirements of the task, providing increased flexibility. A question that naturally
arises is whether (and how well) agents can learn a ’language’ over a joint communication channel,
allowing them to maximise their utility [29].

A large body of work in the field has been directed toward ‘language’-based coordination of deep
RL agents in complex tasks. Early works [30, 31] utilised predefined communication protocols to
facilitate information exchange and collaboration, however, such approaches may prove rigid. In recent
years learnable communication has been widely explored with the emerging communication protocols



Figure 1: Easy version of the traffic junction environment, agents need to advance through the two intersecting
one-way lanes without collisions using actions ’accelerate’ or ’brake’, visibility is set to one grid cell and the
maximum number of agents at any given time is set to 5. (Image adapted from [24]).

collaboratively solving tasks such as riddles [17], navigation in complex 3D environments [22] and
agent coordination in non-signalised intersection environments [18, 24, 22, 28, 23].

The following sections explore the use of emergent communication in non-signalised intersection,
highlighting state-of-the-art approaches that enhance agent coordination and communication efficiency.
We further discuss the impact of communication constraints, and the concept of noise in emergent
communication, broadly categorising relevant literature based on the type of noise it addresses.

2.1. Non-signalised Intersection Environment

For training and validation, we employ the non-signalised intersection first introduced by [18], a widely-
used [24, 22, 28, 23] environment for bench-marking emergent communication models. It comprises
intersecting pathways and agents with default vision of a 3×3 surrounding grid, limiting the visual range
affects the agent ability to navigate the intersection necessitating communication to avoid collisions.
Agents enter the intersection with probability 𝑝arrive with the maximum number of cars at any moment
given by 𝑁max, which changes according to the level of difficulty. Each agent occupies a single grid
cell per time-step and has an available action space of ’accelerate’ (advancing one cell) or ’brake’ (no
move). The reward consists of a penalty −0.01𝜏 that accumulates linearly over time and a collision
penalty 𝑟collision = −10 which classifies the episode as a failure. Success rate, used as an evaluation
metric, indicates whether a collision occurred during an episode. The total reward at time 𝑡 is given by:

𝑟(𝑡) = 𝐶 𝑡𝑟collision +
𝑁 𝑡

∑
𝑖=1

𝜏𝑖𝑟time,

where 𝐶𝑡 is the number of collisions at time 𝑡, and 𝑁 𝑡 is the number of cars present.
We focus on the easy level, shown in Figure 1, which features a pair of two one-way lanes within a

7 × 7 grid, accommodating a maximum of five vehicles (𝑁max = 5, 𝑝arrive = 0.3).

2.2. Emergent Communication for non-signalised Intersection Crossing

Communication is an important aspect in intersection environments where agents need to coordinate
their actions to avoid collisions and optimise traffic flow. Various techniques have been proposed to en-
able agents to learn when, what, and to whom to communicate, enhancing cooperation, communication
efficiency and task performance.

One of the pioneering works in the field, CommNet [18] introduced a multi-pass communication
framework for exchanging continuous-valued messages containing averaged transmissions of encoded



hidden states, either by broadcasting or to agents within a certain range; communication in the latter
case can be represented as a dynamic graph. Testing in the non-signalised intersection with agent
visibility set to zero, CommNet achieved a 90% average success rate of no collisions within an episode
indicating that agents successfully use the emerging communication to coordinate. In IC3Net [24], a
gating mechanism to control the communication action (i.e. whether the agent will communicate or
not at the next step) and individualised rewards are additionally introduced, extending applicability to
non-cooperative scenarios and improving scalability. Focusing on selective communication, TARMAC
[22] uses attention to determine the recipients of goal-specific messages and enables dynamic team
sizes inside which agents can communicate. Leveraging the representation power of graphs, [28]
models agent relationships using a complete graph and two-stage — hard and soft — attention to detect
and assess the importance of interactions between agents, allowing the model to dynamically adapt
to the complexities of the environment by focusing on relevant interactions. The authors further
extend this approach to a communication model (GA-COMM) by allowing each agent to attend to the
messages of others when making decisions. Similarly, MAGIC [23] employs graph-attention to target
communication and for message processing. Evaluating in the non-signalised intersection showed high
success rates in difficult settings with reduced visibility for both approaches.

These approaches assume reliable communication, which is not realistic for practical scenarios.
Messages can be limited in size, due to bandwidth limitations, and range. Additionally, unreliable
connections can introduce various forms of interference such as noise corrupting message content,
delays, message jumbling -messages reach the agents mixed-up in content- and losses, disrupting
information exchange and accuracy. These constraints can impact the learning performance of agents
and task success, presenting a challenge that needs to be addressed. Several studies have proposed
techniques that optimise the communication process by either addressing specific agents [22] or utilising
NetworkedMARL (NMARL) [32] allowing communication with neighbouring agents only. Other studies
focus on reducing communication overhead by enabling agents to choose whether to communicate or
not [24, 33, 34]. While such work addresses communication quality from the perspective of efficiency,
it similarly assumes limited-capacity yet reliable error-free communication and does not consider
underlying communication channel characteristics such as noise.

2.3. Learning Communication in the Presence of Noise

When considering noise in emergent communication, studies can be broadly categorised into two
groups: (1) those leveraging communication to minimise the impact of noise in agent observations: for
example by sharing information, agents can reach an agreement on the state of a complex environment
[35]; and (2) those that address communication channel noise which affects the reliability of exchanged
messages. We will focus on the latter category.

This group of studies relates to Levels A and C of Shannon and Weaver[36], referred to as the
’technical’ and ’effectiveness’ problems, focusing on how agents can achieve coordination by learning to
communicate over a noisy channel. In particular, [37] address a cooperative task involving two agents
communicating over a noisy link. The authors employ a joint strategy for simultaneously learning
both communication and action selection, leading to improved performance and resulting in a learnt
communication scheme that incorporates both data compression and error protection. The coordination
task in this setup, however, does not explicitly depend on communication, as agents can independently
be trained to navigate to the goal -which is fixed to a specific position across all episodes. Similarly, [38]
explore the problem of a guide coordinating a scout over a noisy communication link. Here, the optimal
policy is learnt by taking into account channel limitations instead of assuming perfect communication
and subsequently employing a communication protocol to convey the actions of the guide. While this
approach demonstrates effective learning under noise, its applicability to larger environments involving
more complex tasks is not described by the authors. Scaling to a larger number of agents would require
innovations in the structure of the learnt communication model [39].

The literature so far has shown that agents can effectively coordinate in the presence of noisy
communication. Notably, the ‘language’ that emerges in such conditions is distinct from that which



arises in scenarios with reliable communication [26] and outperforms conventional communication
[40]. Nonetheless, these studies typically focused on relatively simple tasks involving two agents and a
single form of noise. A question that arises is how these adaptive communication strategies scale to
complex scenarios of increasing difficulty with multiple agents coordinating while communication is
affected by a range of interferences.

In the next part of this paper, we investigate how emergent communication models applied in a
non-signalised intersection environment perform in the presence of unreliable communication.

3. Methodology

For a comprehensive evaluation of how different emergent communication mechanisms cope with
unreliable communication, we compare state-of-the-art EC models CommNet, TarMac, IC3Net and
GA-Comm in multi-agent cooperative scenarios on the commonly used traffic junction environment
[18], by introducing noise and random message drops to address the following questions:

• What are the effects of unreliable communication on task performance for the above-mentioned
models in a cooperative intersection scenario? Essentially, how do models cope in the presence
of noise?

• What is the impact of each type of communication disturbance on model performance?

We further discuss the design and experimental setup for evaluating in the presence of unreliable
communication, this includes detailing the training and testing settings, the noise models employed to
simulate communication disturbances, and evaluation metrics used to assess model performance.

3.1. Design

To maintain consistency we have adopted parameter values and a training method that align with
the original studies. Models are trained using multi-threaded synchronous policy gradient [24], each
thread runs batch learning with a batch size of 500 and performs 10 weight updates per epoch. The
RMSProp optimizer is employed with a learning rate 𝛼 of 1 × 10−3, a discount factor 𝛾 of 1.0, and a value
coefficient 𝛽 of 1 × 10−2. More specifically, an additional value head is used in the policy network to
estimate a value function, 𝑉𝜙(𝑜𝑖𝑡), at each agent’s observation 𝑜𝑖𝑡 . Along with optimising the discounted
total rewards, the training process also minimises the squared error of the estimated value, which acts
a baseline, against the Monte Carlo predicted value. This process is balanced by coefficient 𝛽. The
overall loss function 𝐿(⋅), and the policy function, 𝜋𝜃(𝑎𝑖𝑡 |𝑜𝑖𝑡), share most of the parameters 𝜃 and 𝜙, except
those in the policy and value head. Each agent’s LSTM hidden state size is set to 128 dimensions and
subsequently, the message size is 128 dimensions. We use two rounds of communication as empirically
this has shown to provide better performance and training speed in reliable communication conditions
[41]. Finally, we run the traffic junction experiment for 2000 epochs and for a single seed. Post-training
we assess how each trained model generalises in the presence of unreliable communication for 1000
epochs.

We use success rate as an evaluation metric signifying no collisions within an episode and limit agent
vision to size 1 to increase difficulty and promote communication among the agents. Each experiment
employs curriculum learning to facilitate training. More specifically, 𝑝arrive is maintained at the initial
value for the first 250 epochs, after which it is gradually increased between epochs 250 and 1250 to its
final value 0.3, where it is maintained until the end, as shown in Table 1

For validation, we employ 1000 epochs under a difficulty setting analogous to training, featuring two
one-way lanes and an identical vision range. The difficulty increase through 𝑝arrive is proportionally
aligned with the training phase to focus on model’s ability to cope in the presence of communication
noise. Specifically, we adjust 𝑝arrive for the initial 125 epochs as easy, the next 500 epochs as harder,
and the final 375 epochs as the hardest. This scaling preserves the ratio of difficulty progression
during training, with the Easy phase representing 12.5% of the total epochs, the Harder phase 50%, and



Table 1
Training and testing settings for the traffic junction task

Mode Epochs Difficulty Add rate Add rate N-total Current Current
min max start end

Train 2000 easy 0.1 0.3 5 250 1250
Test 1000 easy 0.1 0.3 5 125 625

the Hardest phase 37.5%. These settings are designed to isolate the impact of communication noise
on performance by maintaining a consistent difficulty increase, therefore any observed performance
degradation is attributed to the introduction of noise rather than the difficulty levels.

3.2. Noise Models

As discussed in Section 2.2 messages can become corrupted by noise, lost, jumbled in content or delayed.
We address the first two cases, where noise is introduced into the communication tensor, alteringmessage
values, and where entire messages or parts of them are lost. Noise is applied to the communication
tensor, and the effects on model success rates are measured against noiseless communication. The
specific parameters and probabilities associated with noise and message drops are detailed in Table 2,
which provides an overview of the different noise models and their impact on communication.

• Gaussian noise is added to the signal with a mean of 𝜇 and a controlled intensity level represented
by the standard deviation 𝜎, denoted as 𝑁(𝜇 = 0, 𝜎). Noise intensity is regulated by adjusting 𝜎,
which affects the spread or ’width’ of the noise injected into the signal. This type of noise is used
to simulate noise that comes from natural sources, such as thermal noise or interference.

• Uniform Noise, also known as random valued noise, distributes noise uniformly across a given
range creating a uniform distribution of noise values. The noise distribution is generated within
the range [𝑎, 𝑏], where 𝑎 is low and 𝑏 is high. This noise model is used to simulate random events,
such as random bit errors in a communication system.

• Partial Message Drop simulates the scenario where parts of the messages are lost during
transmission with probability 𝑃partial. A mask is generated using a Bernoulli distribution with a
probability equal to 𝑃partial for each element of the communication tensor, c. The mask is then
applied to the communication tensor, resulting in a partial loss of message parts.

• Whole Message Drop simulates the condition where all messages to one or more agents are
dropped entirely with probability 𝑃whole. A mask is created with probabilities equal to 𝑃whole for
each agent and applied to the communication tensor c. This results in the potential loss of whole
messages to an agent or agents.

• Combined Partial and Total Message Loss simulates the scenario where both partial and total
message drops may occur, denoted by 𝑃both which is the product of 𝑃whole and 𝑃partial:

𝑃both = 𝑃whole × 𝑃partial

We test with a wide range of noise intensities and message loss frequencies, as shown in Table 2,
to evaluate and compare the impact of each noise type on task performance and model robustness.
Disturbances are tested independently, meaning that Gaussian, Uniform noise and message loss
are not introduced simultaneously.

4. Results and Analysis

In this section, we first evaluate the training performance of CommNet [18], TarMac [22], IC3Net [24],
and GA-Comm [28] in the traffic junction task under ideal communication conditions. Subsequently,



Table 2
Summary of noise parameters and the associated probabilities for partial or total message loss used in the
experiments.

Gaussian Uniform Partial Message Whole Message Combined
Noise Noise Loss Loss Loss

𝜎 = 0.2, 0.5, 0.8 𝑈 [0.0, 0.5], 𝑈 [0.0, 0.8] 𝑃partial = 0.4, 0.7 𝑃whole = 0.3, 0.6 𝑃both = 0.12, 0.42

model performance is bench-marked in scenarios with and without the presence of unreliable commu-
nication. We investigate the models’ ability to overcome noise and identify which models are more
robust to various communication disturbances. Finally, we analyse the effect of different noise types on
task success, particularly focusing on the comparative impact of each noise type on model performance.

4.1. Training and Validation

Training and testing on the traffic junction task at the first level of difficulty and with a maximum of
five agents produced high average success rates for most of the models. Notably, TARMAC shows some
performance degradation after epoch 250, the point at which difficulty progressively increases. Figure
2a (a) illustrates the success rates across the first 1000 epochs of training.

(a) Success rates during training for the traffic junction
task.

(b) Success rates during testing assuming reliable com-
munication.

Figure 2: Comparison of success rates during training and testing.

High average success rates were also maintained throughout the testing phase including during
intervals of increased difficulty. From epochs 125 to 625 there is a gradual increase in vehicle add
rates, and from epoch 625 until the end, vehicle add rates reach their maximum. The narrow range
between minimum andmaximum success rates throughout all models during testing indicates consistent
performance across epochs. CommNet and GA-Comm showed the best performance in both training
and testing. In contrast, TARMAC exhibits the lowest average success rate in training and the largest
range between minimum and maximum in both training and testing, see Figure 2b (b). This variation
suggests that TARMAC might be more sensitive to changes in 𝑝arrive or that more epochs are required
to stabilise its performance, which will be explored in future work. The success rate values obtained
from testing the trained models with reliable communication will serve as a benchmark to quantify the
impact of communication disturbances. This will help identify each model’s ability to generalise in the
presence of unreliable communication.

4.2. Unreliable Communication

Following the evaluation of model performance in ideal communication conditions, we introduce noise
and message drops of various intensities (as detailed in Table 2) into the communication tensor. These
values, designed to simulate low to high levels of interference, were chosen to provide a balance between
realistic noise levels and challenging the model’s ability to adapt. Beginning with CommNet, which
previously demonstrated the highest average success rate in testing without noise, we identify the



Table 3
Success rates and performance degradation for CommNet across all noise types and intensities.

Noise Type Intensity Average Success (%) Degradation (%)
No noise - 99.7664 -

Gaussian
0.3 99.72 0.04
0.5 99.66 0.1
0.8 99.43 0.33

Uniform
0.5 99.67 0.09
0.8 99.52 0.23

Whole
0.3 95.19 4.57
0.6 92.1 7.65

Partial
0.7 98.32 1.44
0.4 98.88 0.87

Combined
0.12 94.89 4.87
0.42 91.67 8.09

(a) Information loss impact in CommNet. (b) Noise impact across all models.

Figure 3: The impact of message loss on CommNet across all tested intensities (a), (b) compares the impact
of three types (Gaussian noise, uniform noise and message loss) of communication disturbances at similar
intensities on all models. ’Normal’ (grey) signifies model performance without any communication disturbance.

level of performance degradation caused by the different types of unreliable communication and their
comparative impact on model performance. This analysis will assess the model’s ability to generalise
under adverse communication conditions, providing a basis for comparing success rate degradation
among all models tested.

Testing CommNet with varying intensities of Gaussian noise revealed an increasing, yet modest,
performance degradation as noise intensity rises, see Table 3 . At a noise intensity of 0.3, the success
rate slightly dips, indicating a minor degradation of 0.04%. Increasing noise to 0.5 leads to a more
noticeable 0.1% degradation and at 0.8 the success rate further decreases reflecting a 0.33% degradation,
highlighting a non-linear relationship with increasing noise intensity. This is an expected behaviour
as higher noise intensities can have a compounding effect leading to more significant performance
degradation. These results further highlight the resilience of CommNet to Gaussian noise, maintaining
high average success rates even at increased noise levels. Uniform noise presents a different impact
pattern. The degradation caused by uniform noise is consistently less than that of Gaussian noise at
equivalent intensities. This suggests that CommNet is more robust to uniform noise even at higher
intensities, possibly due to its uniformity which allows the model to better adjust, whereas Gaussian
noise introduces more uncertainty.

Message loss significantly impacts performance, shown in Figure 3a. Partial message drops result in
a degradation substantially higher compared to uniform noise at close intensity, with smaller increases
in intensity leading to a significant rise in performance degradation. Whole message loss is even more
detrimental. These results indicate that CommNet is significantly more sensitive to message drops than



noise, with whole message loss being particularly detrimental, suggesting that message integrity is
more crucial for model success given that even small intensity can lead to a considerable performance
decline. Co-occurring partial and whole message loss at a combined probability of 0.12 resulted in a
performance degradation comparable to a 0.3 probability of whole message loss, suggesting that even
a relatively low combined probability can have a substantial impact. A larger combined drop (at 0.42
probability) causes a degradation higher than any individual noise or message drop scenario. This
indicates that the compound effect of partial and whole message loss presents a significant challenge
to model performance. Overall, CommNet remains robust, maintaining high success rates even with
high-intensity Gaussian and uniform noise introduced to the communication signal.

Table 4
Average success rates and percentage of degradation (in parentheses) for all models.

Average Success Rate and Degradation (%)
Condition CommNet IC3Net GA-Comm TARMAC

No noise 99.76 99.63 99.68 91.42
Gaussian 0.5 99.66 (0.10) 99.51 (0.12) 99.58 (0.096) 91.08 (0.37)
Uniform 0.5 99.67 (0.091) 99.44 (0.18) 99.67 (0.0092) 91.39 (0.03)
Combined 0.12 94.89 (4.87) 98.86 (0.76) 90.71 (8.96) 91.41 (0.013)

Under reliable communication conditions, CommNet and IC3Net perform comparably. With the
introduction of noise, IC3Net’s performance shows a slightly steeper decline with the most notable
difference in the case of combined message loss which led to a less pronounced decrease compared to
CommNet, see Table 4. IC3Net’s hard attention, allowing agents to decide whether to communicate,
possibly makes the model more resilient to ’empty’ message tensors (masked by zeros in both hard
attention and message drops). Similar to CommNet, IC3Net is generally robust to noise but highly
vulnerable to information loss.

GA-Comm also demonstrates resilience to noise, showing only slight performance losses. However,
with combined message loss, GA-Comm’s performance significantly drops, see Figure 3b. This drastic
decrease contrasts with CommNet and IC3Net which maintain higher success rates under the same
conditions. TARMAC reports a lower success rate under ideal communication conditions, however,
degradation from noise and message drops is less pronounced. Even at combined message loss scenarios
the degradation is almost negligible. TARMAC’s communication mechanism architecture possibly
makes it robust against all the tested noise types, maintaining consistent performance where other
models exhibit more significant losses.

4.3. Noise Comparative Impact

Comparing the impact of noise across models (see Figure 3b) reveals distinct patterns of robustness
and vulnerability. Gaussian noise, with its inherent unpredictability, shows a gradual and slightly more
pronounced impact on performance than uniform noise as intensity increases. Models possibly adjust
better to the latter due to its uniformity which leads to slightly lower degradation (with the exception
of IC3Net at 0.5 intensity) compared to Gaussian noise at the same intensity. However, both noise
types show mild degradation effects on all models (Table 4). Message loss presents a different scenario.
Partial message loss at a medium intensity of 0.4 causes a smaller degradation compared to whole
message loss at a slightly lower intensity of 0.3 which led to significant performance drops. Increasing
the combined message loss intensity from 0.12 to 0.42 (a 250% increase) resulted in a disproportional
increase in degradation. For instance, in CommNet, degradation rose from 4.87% to 8.095%, representing
approximately a 66% increase in degradation. This corresponds to a rate of increase in degradation of
about 26.4% relative to the rate of increase in intensity. These observations suggest that noise impact
depends more on the specific noise characteristics than on a simple linear progression. TARMAC’s
resilience -0.013% degradation- further indicates that architecture also plays a crucial role in model
response to different noise types and intensities.



5. Conclusion

This work explored the impact of different types of unreliable communication, namely noise introduced
to the communication tensor and message loss, on the performance of emergent communication models
in a non-signalised intersection environment. The results indicate that models are able to generalise to
both Gaussian and uniform noise at low to medium intensities, suggesting that ’simple’ noise can be
filtered out by the inherentmechanisms of reinforcement learning. Message loss had a disproportionately
greater impact on success rate compared to noise altering the conveyed information. The observed
relationship between disturbance intensity and performance degradation does not appear to be linear,
especially considering the disproportionate increase in degradation with whole and combined message
drops. Model performance is varyingly affected by different disturbances and intensities, indicating
complex dynamics rather than a straightforward linear relationship. These dynamics are likely further
influenced by the specific model architecture and task difficulty.

Future work will explore the influence of training duration and extend to investigating the effects of
message jumbling and delays, covering medium and hard levels of the intersection environment. This
will help us firstly identify the extent to which additional training stabilises performance, especially in
the presence of noise, and secondly understand the compound impact of increased task complexity and
communication disruptions. Given the detrimental effects of reduced message integrity on task success,
delays and jumbling could present similar challenges and potentially cause even greater performance
degradation.
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