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Abstract
With the growing complexity and increased volumes, regulatory texts are fast becoming a significant challenge for
organisations to remain compliant. Traditional ways of summarising legal texts need to be more accommodating
of critical, domain-specific requirements, rendering the process ultimately inefficient and subject to the risk of non-
compliance. Therefore, this paper proposes a new solution integrating Ontology and Knowledge Graphs (KGs)
with the Retrieval-Augmented Generation (RAG) paradigm to aid process automation and improve regulatory
compliance. It offers deep semantic understanding, accurate contextual summaries, and personalised insights
relevant to users’ needs. In the meantime, this will assist organisations in operating with more precision and
confidence in an ever-changing regulatory environment.
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1. Introduction

Regulations are becoming more complex and numerous, and with a greater frequency of change,
compliance is becoming a continuing challenge for companies. In line with this, compliance teams
must constantly adapt to meet evolving regulatory requirements [1]. They are essentially managing
regulatory documents, finding the right content, and matching that to their organisation’s situation,
which is a complex, manual, and inefficient process [2]. The process could benefit greatly from enhanced
capabilities in natural language understanding technologies through automated provision of support
based on identifying and summarising parts of regulatory documents related to the specific task at
hand. Most research into text summarisation of legal documents has been on extractive approaches,
which assemble vital phrases from a text to produce a summary [3]. However, these techniques are
ineffective in domains with closed vocabulary, including legal regulatory documents, where capturing
semantic relationships and contextual dependencies is essential [4]. However, these documents will
likely have complex clauses, conditions, and implicit references to be interpreted in-depth, more than
the surface level of extraction needed.

Therefore, more advanced natural language processing (NLP) techniques will be needed to account
for the subtleties of the regulatory documents, considering the implicit semantic relations expressed
throughout both in terms of understanding the documents and generation of outputs, e.g., summaries.
Ontologies, as a well-established methodology, describe the concepts within a domain and the rela-
tionships between them. Ontologies provide a schema for knowledge graphs (KGs), which capture
individual examples of the concepts and their interconnections. The domain knowledge captured in
ontologies and KGs can be successfully used to support question-answering tasks [5]. While creating
ontologies and knowledge graphs is a complex process that demands significant domain knowledge
and can be particularly challenging in changing environments, such as regulations, approaches to
automated KG construction for extracting knowledge and structure from unstructured documents have
potential to reduce the ontology maintenance overheads [6, 7, 8].

Combining recent advances in NLPwith ontologies specific to the regulatory domain, there is potential
to improve the effectiveness of systems that support compliance teams within organisations. One
such advance, is Retrieval-Augmented Generation (RAG) architectures. RAG combine representations
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of unstructured information in the form of text embeddings, with additional knowledge – such as
from ontologies – to improve outputs when compared to those of Large Language Models (LLMs) on
similar tasks [9]. Learning how to generate embeddings, of both the data (in this case, regulatory
documents) and user’s query (e.g. a request for summary of updates) is a critical part of this process.
This enables the system to retrieve more accurate results when searching for potential answers, by
utilising the domain knowledge in the ontology. To support this process, [10] demonstrated how the
use of a cross-attention mechanism can be used to allows the system to weigh in and prioritise the
retrieved information, according to relevance to the query to highlighting the most important details
in the outputs. This approach aims to address some of the challenges that LLMs face when analysing
domain-specific content [11]. The KG can also be used to evaluate the system’s output, providing
domain constraints that can be used to assess the factual accuracy of the generated outputs.

2. Proposed Approach

This position paper proposes combining regulatory domain knowledge expressed in ontologies and
KGs, with the text understanding and generation capabilities of LLMs within a RAG architecture to
enhance the automated support provided with monitoring regulatory compliance. Figure 1 outlines the
proposed architecture. The first step in the system is data preprocessing: this step will take inputs from
different sources, such as ontologies and regulation documentation files, and perform any necessary the
necessary data cleaning and processing steps to create and store embeddings of the domain knowledge
in each source. Next, when a user’s query is received, a query embedding is obtained by mapping
the it using a pre-trained language model, such as BERT [12]. These process the query into syntactic
and semantic parts, making a vector representation of the query - necessary for retrieving relevant
information from the data sources. The query embedding is then used to search both in a Vector
Database of the unstructured text and of the KG (i.e. structured data). Vector databases, such as Milvus
[13], are used to quickly retrieve relevant regulatory text; a Neo4j graph database is used to store the
ontology and knowledge graph, supporting retrieval of relevant concepts and entities [14]. Graph
embedding techniques like TransE can be used to generate embeddings for entities and relationships
in KG and transform them into vectors [15]. Then, cosine similarity or other similarity metrics are
used to compare the user query embedding with KG and text embeddings to retrieve information
that is contextually relevant. This dual retrieval process is used to ensure the returned information
is appropriate and relevant to the user’s query, through the combination of through structured and
unstructured information about regulations.
After the retrieval of relevant information, the system performs a retrieval evaluation to rank

according to the relevance and importance of data retrieved. For each retrieved piece of information, a
cross attention mechanism [11] can be used to calculate an attention score providing an indication of
how much the retrieved information correlates with the query defined by the user. A context vector
consisting of the most relevant features from the knowledge graph and retrieved text is generated by
pooling the highest-ranked results. Then, this context vector is processed with Transformer Layers that
refine the information further, and generate a response aligned with the query.

To improve performance, the generated response has to go through an evaluation step before being
presented to the user. In the proposed approach, this step involves checking the accuracy of the
information within the response using domain-specific rules and legal standards stored in the KG.
These are constraints to make sure that the output is valid is a semantically accurate presentation of
the legal information in the regulations, and is appropriate for the context. This can be achieved using
methodologies such as those suggested by [16, 17]. If the response is validated, it gets enriched with
structured insights from the KG as a personalised summary and facilitates the final stage. The system
iterates and revises the response if the validation criteria are not met, safeguarded by iteration limits to
prevent infinite loops. It assures that only high-quality, legally compliant information is passed to the
user.
To assess the performance of the proposed solution, several evaluation metrics will be employed:



Figure 1: Architecture of Enhanced Personalised Summarisation of Regulatory Compliance

• Accuracy will be measured by checking the factual correctness of the output against the corre-
sponding regulations.

• Relevance will be assessed using attention scores from the cross-attention mechanism to ensure
the retrieved information aligns contextually with the query.

• Completeness will be evaluated through manual reviews by domain experts, ensuring that the
summary addresses all critical aspects of the query.

• User satisfaction will be gauged through surveys and feedback from end-users (e.g., compliance
officers) using metrics like Net Promoter Score (NPS).

• Efficiencywill be tested by benchmarking the system’s response time and scalability performance.

By integrating ontologies, KG, and LLMs in a RAG architecture, and evaluating performance using the
outlined metrics, this solution promises to simplify the process of monitoring regulatory compliance.

3. Rationale for the Proposed Solution

The proposed approach will be far more effective in managing complications arising from regulatory
compliance by automating conventional time- and labour-intensive processes and enhancing scalability
and efficiency [1]. Such automation is required, given that the regulatory landscape keeps expanding,
and it is hard for the manual effort to keep pace. Instead, what will be had is an application of ontologies
and integration of KGs—the model that has a deeper grasp of the legal concepts and how they interlink.
In that respect, it will offer the generated summaries relevantly specific in content, retaining better
representation in the regulatory documents [18]. By so doing, it will serve the specific legal professionals
and organisations better and make the whole process reliable and more comprehensive.

It is also more agile since RAG will remain responsive to an ever-changing rules environment. With
RAG, summaries remain up-to-date concerning the regulatory requirements, an important requirement
for compliance in such a fast-changing legal world. This will further allow cross-attention to be applied
so that summaries can be personalised to correspond to the particular needs of varied users. Its unique



context makes the compliance process much more intuitive. This would aid better decision-making and
reduce the number of ubiquitous non-compliances.

4. Discussion of Challenges

We identify several significant challenges in creating such a method for customisation, summarising
regulatory compliance. One major issue is that legal language is complex: legal documents’ sentences
are complete with jargon and complex sentence structure [19]. In such cases, the system might
need domain-specific language models and NLP techniques to cater for this. Extensive collections of
documents from different regulatory bodies bring performance issues, and thus, they need to look for
solutions such as using distributed programming and optimised indexing for processing documents.
Another challenge in KGs and ontologies is to ensure data precision and consistency; any inaccuracies
will degrade the quality of such summaries. These knowledge structures could be validated regularly
and routinely checked for integrity automatically. Computational complexity is also critical because,
given large amounts of data at stake, the processes associated with it are resource-intensive. These
challenges can be mitigated using parallel processing, GPU acceleration, and model optimisation.
Lowering scalability will make it easier to evolve the system to new regulations as they come out

without requiring manual updates as frequently. Incremental updates and continuous learning might
be employed to avoid system performance degradation over time. Additionally, the KGs and ontologies
continuously need to be updated to incorporate regulation changes that could be resolved via automated
update mechanisms backed by expert reviews. The proposed solution will be scalable and reliable
through optimisation strategies, continuous updates, and cutting-edge technologies to address these
challenges. It will improve decision-making while reducing risks of non-compliance in actual-world
applications.

5. Conclusion

In conclusion, integrating ontologies, KGs and RAG to provide an overall solution to aid organisations in
regulation compliance provides a stable and feasible approach. Therefore, it will offer intelligent support
to organisational efforts in regulatory monitoring activities. To successfully develop this approach,
detailed experiments quantify how much it overcomes the limitations of relying on LLMs alone in the
legal and regulatory domains. In addition, domain ontologies for regulatory compliance and knowledge
graphs for different regulations will furnish the research community with reusable artefacts to be used
in other decision support systems.
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