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Abstract
Text retrieval systems have become essential in the field of natural language processing (NLP), serving as the backbone for
applications such as search engines, document indexing, and information retrieval. With the rise of generative AI, particularly
Retrieval-Augmented Generation (RAG) systems, the demand for robust text retrieval models has increased. However, existing
large language models (LLMs) and datasets are often insufficiently optimized for Italian, limiting their performance in Italian
text retrieval tasks. This paper addresses this gap by proposing both a data collection and specialized models tailored for Italian
text retrieval. Through extensive experimentation, we analyze the improvements and limitations in retrieval performance,
paving the way for more effective Italian NLP applications.
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1. Introduction
In recent years, text retrieval systems have emerged as
a cornerstone of the natural language processing (NLP)
field. These systems are crucial in various applications,
including search engines, document indexing, and infor-
mation retrieval tasks. Their primary function is to fetch
relevant pieces of text from large corpora, enabling effi-
cient and accurate information access. This capability is
crucial for numerous industries, including legal, medical,
and customer service sectors, where timely and precise
information retrieval can significantly impact decision-
making processes.

With the advent of generative AI, the importance
of text retrieval systems has only amplified. Ad-
vanced systems, particularly chatbots based on Retrieval-
Augmented Generation (RAG) [1], have become essential
tools for various purposes. RAG systems combine re-
trieval mechanisms with generative models to produce
contextually relevant and accurate responses in conver-
sational AI applications. This integration has enhanced
the capabilities of chatbots, making them more efficient
in providing precise information and engaging in mean-
ingful dialogues.

Despite the impressive performance of recent large
language models (LLMs) as conversational agents in Ital-
ian contexts, there remains a notable gap in the resources
and models specifically designed for Italian text retrieval
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tasks. This shortfall highlights a significant area for im-
provement and development within the Italian NLP com-
munity.

To address this gap, our work aims to propose both
novel datasets and specialized models optimized for Ital-
ian text retrieval. By focusing exclusively on the Italian
language, we strive to enhance the performance of re-
trieval tasks.

The primary contribution of this paper is the intro-
duction of a comprehensive Italian text retrieval system,
encompassing both a curated dataset collection and spe-
cialized language models. Through extensive experimen-
tation and rigorous evaluation, we demonstrate the ef-
fectiveness of our approach, setting the stage for more
advanced and reliable Italian text retrieval solutions ap-
plicable across diverse tasks.

2. Related Works
The development of text embedding models has seen
significant advancements over the years, evolving from
simple word representations to sophisticated contextual
embeddings. Early models like Word2Vec [2] and GloVe
[3] set the foundation by capturing semantic relation-
ships between words through fixed-size vector represen-
tations. These models, however, lacked the ability to
understand context, leading to the development of more
advanced techniques.

Transformers have revolutionized the field of NLP by
introducing mechanisms to capture context and relation-
ships across entire sentences. BERT (Bidirectional En-
coder Representations from Transformers [4]) marked
a significant milestone, providing deep contextualized
word embeddings by considering both left and right con-
texts simultaneously. This innovation has paved the way
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for various large language models (LLMs), such as GPT-3
[5] and T5 [6], which further extend the capabilities of
transformers by scaling up model size and training data.

Sentence Transformers, an extension of the trans-
former architecture [7], focus on generating embeddings
for whole sentences rather than individual words. Models
like SBERT (Sentence-BERT) enhance the performance
of sentence-level tasks, such as semantic textual simi-
larity and information retrieval, by fine-tuning BERT
specifically for sentence embeddings. This approach has
demonstrated significant improvements in capturing the
semantic meaning of sentences, but specific training cor-
pora, annotated with sentence similarity scores, must be
provided for setting up the system.

In the realm of multilingual models, the multilingual
E5 family has emerged as a robust solution for handling
multiple languages within a single model architecture [8].
These models are pre-trained on a multilingual corpus,
enabling them to perform effectively across different lin-
guistic contexts. The multilingual E5 models leverage the
strengths of transformer architectures to provide high-
quality embeddings for numerous languages, including
less-resourced ones. This makes them particularly valu-
able for tasks requiring cross-lingual understanding and
retrieval.

The continuous evolution of text embedding mod-
els, from standard embeddings to advanced transformer-
based approaches, highlights the dynamic nature of NLP
research. Each progression addresses the limitations of its
predecessors, contributing to more accurate and context-
aware representations, which are crucial for a wide array
of applications in natural language understanding and
information retrieval.

3. Data
The quality and abundance of the data is one of the main
aspect in order to obtain high quality text embedding
models. The data used in this work for training the
models were adapted from the following datasets: MIR-
ACL [9], SQuAD-it [10], MLDR [11] and WikipediaQA-
ita [12]. Among these, only the Multilingual Long-
Document Retrieval (MLDR) was used as-is, as it already
contains 2, 151 examples of Italian triplets in the form
of query-positive passage-negative passage.
Following sections detail the processing of the other
datasets.

3.1. MIRACL-it
The Multilingual Information Retrieval Across a Contin-
uum of Languages (MIRACL) dataset is widely used for
building multilingual information retrieval models, such
as the multilingual E5 models family [8]. Although the

dataset encompasses 18 different languages, it does not
include any Italian data. Given the dataset high quality,
particularly in defining hard negatives through manual
annotation, we decided to translate the dataset into Ital-
ian using automated methods. In particular, we focused
on the English section of the dataset, which is organized
as shown in Table 1.

Table 1
English data organization of MIRACL

Split Query Passage
train 2,863 29,416
dev 799 8,350
corpus - 32,893,221

The translation process aimed to preserve these quali-
ties while adapting the content to Italian, thereby creating
a robust resource for training and evaluating Italian text
retrieval models.

To translate the dataset, we experimented with two
different approaches: a large language model (LLM) trans-
lation via the PaLM 2 API [13] and an open-source offline
translation via Argos Translate [14]. The translation
quality was evaluated to ensure that the Italian version
maintained the dataset integrity and usefulness for train-
ing effective retrieval models.

3.1.1. Datasets translation using PaLM 2

We performed the translation of the whole training and
development English sets of MIRACL using PaLM 2 API
[13]. Due to budget constraints, we did not translate the
entire corpus, as it would have required approximately
€10,000, given the huge number of documents. We used
the following prompt in order to obtain the Italian trans-
lation:

Translate the following text in Italian.
Write the translation only:
{text}

We used the same prompt for both queries and
documents. For documents, we used the model
text-bison-32k@002, and for queries, we relied on
text-bison@002. This resulted in a total of 37, 351
API calls, as some documents are associated with multi-
ple queries.

3.1.2. Open-source offline translation using Argos
Translate

Argos Translate is an open-source library that uses Open-
NMT for translation and supports multiple language
model packages [14]. We utilized the English-to-Italian
model to translate the training and development sets of
MIRACL, including the entire corpus.



3.1.3. Translations quality evaluation

The translation performed by PaLM 2, as reported in the
Technical Report [13] and confirmed by our empirical
tests, is considered high-quality. To measure the quality
of the translation performed by Argos Translate, we used
the SOTA automatic metric BLEURT [15] and we used
the PaLM 2 translations as reference. Since we do not
have the entire corpus translated by the LLM, we con-
ducted the evaluation only on the overlapping portion of
the translated datasets, resulting in a corpus of 33, 689
documents.

Figure 1: BLEURT distribution

The average BLEURT score of 0.625 indicates that
Argos Translate produced a decent translation, validating
its use as a cost-effective alternative for text embedding
model fine-tuning and evaluation.

3.2. SQuAD-it
SQuAD-it is obtained through semi-automatic transla-
tion of the SQuAD dataset into Italian, it contains more
than 60, 000 question-answer pairs. For these experi-
ments, we considered only the question and context
attributes of each dataset example. Then, since we need
triplets in the form of query - positive passage -
negative passage, we performed hard negatives min-
ing. We used the standard BM25 algorithm [16] to extract
the top-10 similar documents for each query, excluding
positive passages for the given query. This process en-
sured that the dataset was suitably challenging for train-
ing robust retrieval models.

3.3. WikipediaQA-ita
The WikipediaQA-ita is a datasets synthetically gener-
ated using a custom model from ReDiX Informatica; it
has been created on Italian and specifically designed for

RAG finetuning. It contains more than 100, 000 question-
answer pairs. Similar to SQuAD-it, we considered only
the question and context attributes for each exam-
ple and applied the same hard negative mining strategy
using the BM25 algorithm.

4. Methodology

4.1. Contrastive learning on labeled data
This work implements a dual-encoder model that uses
a combination of supervised loss functions to achieve
effective learning.

The dual-encoder model encodes queries and passages
separately to produce their respective embeddings:

𝑞𝑖 = Encoderquery(𝑄𝑖) (1)

𝑝𝑗 = Encoderpassage(𝑃𝑗) (2)

The similarity score between a query 𝑄𝑖 and a passage
𝑃𝑗 is computed as the dot product of their embeddings:

𝑆𝑖𝑗 = 𝑞𝑖 · 𝑝𝑗 (3)

The embeddings are normalized before computing the
dot product, resulting in cosine similarity:

q̂𝑖 =
𝑞𝑖

‖𝑞𝑖‖
and p̂𝑗 =

𝑝𝑗
‖𝑝𝑗‖

(4)

Thus, the similarity score becomes:

𝑆𝑖𝑗 = q̂𝑖 · p̂𝑗 (5)

For a batch of queries and passages, the contrastive
loss encourages higher similarity scores for matching
query-passage pairs and lower scores for non-matching
pairs. The loss function is defined as:

𝐿cont =
1

𝑁

𝑁∑︁
𝑖=1

[︃
− log

exp(𝑆𝑖𝑖/𝜏)∑︀𝑁
𝑗=1 exp(𝑆𝑖𝑗/𝜏)

]︃
(6)

where 𝑁 is the batch size, 𝜏 is the temperature pa-
rameter, and 𝑆𝑖𝑖 represents the similarity score for the
matching query-passage pair.

4.2. Fine-tuning procedure
We performed our answer-generation experiments by
using the following base models:

1. Minerva-1B [17],
2. Qwen2-1.5B [18],
3. Gemma-2B [19],



We relied on the foundational versions of these models.
To speed up the computation, we implemented a LoRA
fine-tuning procedure. As a pooling strategy, we used
EOS (End-Of-Sequence) pooling and normalized the em-
beddings. While we did not apply any prefix for passages,
we added the following prefix to queries:

Given a search query, retrieve relevant
passages that answer the query.\nQuery:

We also experimented with using an Italian text pre-
fix but found no significant difference in performance.
Therefore, we opted for an English prefix to maintain
consistency with other open-source models.

The fine-tuning process was executed on a weighted
mixture of the datasets reported in Table 2. During this
phase, the tokenization of the datasets documents was
truncated at 512 tokens. We trained the model in mixed
precision for 3 epochs, using a learning rate of 10−5.

For each model, we conducted two fine-tuning experi-
ments: one using the dataset with MIRACL data trans-
lated with PaLM 2 and another using the dataset trans-
lated with Argos Translate.

Table 2
Fine-tuning datasets organization

Source Sample
MIRACL-it 100%
MLDR-it 100%
SQuAD-it 20%
WikipediaQA-ita 10%

4.3. Evaluation procedure
For the evaluation, we considered only the datasets for
whose we already had the representation of relevance
judgments (Qrels) in the TREC standard format [20],
namely MIRACL-it and MLDR-it. This setup allows for a
comprehensive evaluation of Retrieval Systems for the
Italian language, encompassing both small/medium and
large documents.

As with the training procedure, we evaluated each
model using both the dataset with MIRACL data trans-
lated with PaLM 2 and the dataset translated with Argos
Translate. To ensure consistency, we conducted evalu-
ations only on the overlapping portions of the datasets
between the two translations.

After creating the embeddings for both the test queries
and documents, we used FAISS [21] to retrieve relevant
documents. Finally, we employed the original implemen-
tation of TREC-eval for metrics computation.

We evaluated the models using the following metrics:

1. MRR@10 (Mean Reciprocal Rank): Measures the
average of the reciprocal ranks of the first rele-
vant document retrieved.

2. Recall@100: Measures the proportion of relevant
documents retrieved among the top 100 results.

3. nDCG@10 (Normalized Discounted Cumulative
Gain): Measures the ranking quality by compar-
ing the order of results to the ideal ranking, em-
phasizing higher ranks.

5. Discussion and Analysis
We propose a comparison of the performance of different
models on our Italian benchmark. For this analysis, we
considered the Multilingual Sentence Transformers mod-
els [22] and the multilingual versions of the E5 models
family. The scores are reported in Table 3.

5.1. Argos vs PaLM
By observing the performance on the MIRACL sets trans-
lated with PaLM 2 and Argos Translate, we found that
every model achieved better results on the dataset trans-
lated with the PaLM 2 API. This behavior can be at-
tributed to the higher translation quality provided by
PaLM 2, which likely offers clearer sentence structures
for the models to process.

However, since the difference in the results is very
marginal, we can state that the machine translation pro-
vided by Argos Translate is a valid and cost-effective
alternative for text embedding modeling.

On the contrary, we did not find any significant corre-
lation between the models trained with different trans-
lation versions, given their small difference in scores,
except for the MLDR-it evaluation of gemma-2B-Argos,
which will be discussed later. This indicates that while
translation quality can impact performance, the overall
difference may not be substantial enough to render one
method vastly superior to the other in practical applica-
tions for this specific task.

5.2. Multilingual Sentence Transformers
Generally, the performance of the Multilingual Sen-
tence Transformers is similar when evaluated on the
MIRACL-it sets. However, there is a notably sig-
nificant performance gap for the MLDR-it dataset.
We attribute the very poor performance of the
paraphrase-multi-MiniLM-L12-v2 model to its
small maximum input token length of 128 tokens, which
is unsuitable for datasets containing long documents. As
expected, both our proposed models and the E5 models
outperform all the Multilingual Sentence Transformers
across all metrics on every dataset.



Table 3
Retrieval performance on Italian datasets

MODEL MIRACL-it Argos 33k MLDR-it test MIRACL-it PaLM 33k
MRR R nDCG MRR R nDCG MRR R nDCG

distiluse-base-multi-cased-v1 56.83 92.32 52.47 16.44 58.50 18.74 58.20 93.22 54.05
distiluse-base-multi-cased-v2 51.20 88.34 46.73 15.52 54.00 17.48 51.68 90.06 47.83

paraphrase-multi-MiniLM-L12-v2 56.69 86.22 50.10 6.76 28.50 7.99 58.48 86.74 51.07
paraphrase-multi-mpnet-base-v2 62.26 93.59 57.22 15.14 50.00 17.70 63.02 94.00 58.03

multilingual-E5-base 75.18 98.13 71.91 40.24 66.00 42.55 75.66 98.44 73.06
multilingual-E5-large 78.28 98.50 74.68 40.56 71.50 43.38 79.25 99.12 76.18
minerva-1B-Argos 66.45 94.51 61.77 36.04 67.50 38.75 67.93 96.39 64.04
minerva-1B-PaLM 65.32 94.38 60.74 36.55 68.00 38.91 67.73 96.49 63.81
qwen2-1.5B-Argos 73.47 96.98 69.04 40.19 70.50 42.68 74.95 97.96 71.29
qwen2-1.5B-PaLM 73.16 97.21 69.12 40.87 69.00 43.94 74.54 98.04 70.56
gemma-2B-Argos 73.05 96.42 69.05 37.19 75.00 39.78 75.80 98.43 71.95
gemma-2B-PaLM 72.56 96.33 68.87 40.75 74.50 43.46 75.30 98.10 71.87

5.3. Multilingual E5 Models
The Multilingual E5 Models achieved very high scores
in the evaluation of both datasets. In particular, the
multilingual-E5-large model achieved the best
MRR@10, Recall@100, and nDCG@10 scores on both
translations of the MIRACL dataset. As expected, the
multilingual-E5-large outperformed the base ver-
sion, although the performance gap narrows with longer
documents (MLDR-it).

5.4. Proposed Models
By observing the scores obtained by our proposed mod-
els, it appears that the models based on Minerva-1B
achieved lower scores compared to the others, suggest-
ing that it may not be the most suitable foundation model
for this type of task.

The results obtained by the Gemma-2B and
Qwen2-1.5B based models are very similar, ex-
cept for the low MRR@10 and nDCG@10 scores
obtained by gemma-2B-Argos on the MLDR-it dataset,
which could indicate worse training stability caused
by data translated with Argos Translate. However, the
model achieved the best Recall@100 score on the same
dataset, suggesting that this behavior may be caused by
random noise during fine-tuning.

Finally, our proposed models achieved both the first
and second best scores for each metric associated with
the MLDR-it test set, demonstrating their effectiveness
in handling long document retrieval tasks.

6. Conclusions
This work presents a comprehensive study on models
and datasets focused on Information Retrieval (IR) for
Italian documents. The primary contribution of this pa-

per lies in illustrating a strategy for fine-tuning Large
Language Models (LLMs) to achieve effective semantic
representations of Italian texts. Additionally, we provide
original models and datasets that serve as a starting point
to bridge the performance gap between models designed
for Italian and those optimized for other languages.

Our results demonstrate that the proposed models
achieve performance comparable with state-of-the-art
models for medium-sized documents and even surpass
them when dealing with datasets containing very long
documents. This suggests that our tailored approach to
Italian text retrieval is not only viable but also highly
effective.

6.1. Limitations and Future works
One of the main limitations of this study is the limited
availability of hardware resources. Our fine-tuning pro-
cess involved a significantly smaller number of dataset
examples, well below 50, 000, compared to the multilin-
gual E5 models, which were pre-trained on over 2 billion
text pairs and fine-tuned on more than 1 million.

Additionally, we were unable to evaluate the proposed
models on the complete MIRACL corpus, as it would
have required more than 100 hours of computation per
model. This restriction has highlighted a key area for
potential improvement in our research. Future work
could benefit significantly from experiments involving
larger quantities of Italian data and the application of
more advanced model architectures.



7. Online Resources
The fine-tuned adapters and the datasets have been made
available (Models1, Datasets2).

8. Implementation Details
All the experiments were executed on a Compute Engine
Virtual Machine with 2 NVIDIA L4 GPUs.

8.1. Translation
While the offline translation relies on the model proposed
by Argos Translated, to speed up computation, we di-
rectly utilized the API of CTranslate2 [23].

8.2. Fine-tuning
The fine-tuning experiments were conducted using an
adaptation of the code from the Tevatron Toolkit [24].
The primary modifications included excluding the "title"
attribute from document encoding to simulate a realistic
scenario and filtering out queries not associated with
negative passages.

8.3. Evaluation
Similar to the fine-tuning process, the evaluation was
conducted without considering the "title" attribute for
documents. Each model was evaluated according to the
instructions provided by the authors. For creating em-
beddings with the Multilingual Sentence Transformers,
we relied on the sentence-transformers implemen-
tation. For all other models, we used the transformers
library [25].
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