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Abstract
We examine and outline challenges in IPv6 routing over

low-power wireless personal area networks (PANs). We
present empirical measurements and analysis of an increas-
ingly popular PAN link layer, 802.15.4. We show that over
short periods 802.15.4 exhibits bimodal connectivity, but
over longer periods has many intermediate links. We quan-
tify how synchonous acknowledgments affect common low-
power routing metrics, such as ETX. We identify metrics for
detecting modal changes in link quality. We explore how
these behaviors affect IP routing and IPv6 requirements, such
as route selection and maintenance, sub-IP fragmentation and
assembly, and packet scheduling.

1 Introduction
Low-power wireless is increasingly important to computer

networking. As Moore’s Law has pushed the price and form
factor of computers down, networks have expanded to in-
clude large numbers of wireless desktops, laptops, palmtops
and cellphones. This trend towards smaller, lower power, and
more numerous devices has led to new wireless physical and
data-link standards to support them, such as Bluetooth [4],
802.15.4 and 802.15.4b [18], which are designed for short
range personal area networks (PANs). Economies of scale
may make PAN devices more numerous than any other class
of networked node. In order to maximize lifetime, PAN de-
vices aggressively conserve energy.

Wireless sensor networks (sensornets) are one heavily
studied subclass of PANs [8]. Composed of collections of
tiny, battery- limited devices with a few kB of RAM, a few
MHz of CPU, and sub-1% duty cycles, sensornets impose
novel and unique network requirements. Research sensornet
architectures [7, 10] as well as industrial standards [1] have
discarded IP, arguing that it is not suitable due to addressing,
network dynamics, discovery, and power. Instead, research
protocols have focused on data-centric approaches, while
standards such as Zigbee have defined monolithic stacks that
stretch from the data-link to the application layer.

Not everyone agrees that IP is inappropriate. The IETF
has recently formed a working group – 6lowpan – to define
how to run IPv6 on low-power PAN protocols [12]. 6low-
pan believes that the expected number of devices calls for an
enormous address space, making IPv6 better suited than IPv4.
There are many reasons why IP is attractive, including inter-
operability, a huge library of tools and utilities, and decades
of research towards understanding its behavior. History has
shown IP to be flexible enough for many different networks
and usage patterns, working well, or at least well enough, in
many domains for which it was never initially intended.

This debate raises two closely related questions. First, how
do low-power wireless networks behave? Second, what im-

plications do these behaviors have for IP? The first question
has been an important area of sensornet research. Several
studies have experimentally quantified low-power wireless
radio performance and behavior by exploring the effects of
environments, encoding, frequencies, and by disambiguating
causes of loss [5, 6, 9]. At this point it is clear that low-
power wireless has many differences from the media tradi-
tionally considered when discussing IP networking, such as
bandwidth utilization, energy minimization, and packet sizes.
As much of academia and research has dismissed IP, how-
ever, there has been little thought or investigation into the
question of how these results would affect IP-based network-
ing. Quantifying how low-power wireless is different and the
correspoding implications is an important first step towards
understanding the challenges in bringing IP to these devices.

This paper presents measurements of the long- and
short-term behavior of the dominant PAN layer 2 protocol,
802.15.4. It shows ways in which it differs significantly
from higher-power protocols in the same spectrum (e.g.,
802.11b) as well as the low-power radios measured in early
PAN/sensornet studies. It presents some implications of these
behaviors to IPv6 networking. Table 1 summarizes the con-
tributions of this paper as its experimental observations and
their implications.

2 Background
The IEEE 802.15 working group focuses on wireless PAN

protocols. More recently, the 802.15.4 task group was char-
tered “to investigate a low data rate solution with multi-month
to multi-year battery life and very low complexity.” 802.15.4
uses periodic beacons that conserve energy by scheduling
communication without requiring an association protocol.
802.15.4 uses CSMA for media access. In terms of raw band-
width per joule, 802.11b is cheaper; what makes 802.15.4 at-
tractive to PANs is its simpler electronics, which lead to lower
cost, faster wakeup, and lower sleep currents.

Two aspects of the 802.15.4 MAC layer are particularly
important to IPv6 networking. The first is synchronous layer
2 acknowledgments. When a node sends a unicast packet, it
can request an acknowledgment from the receiver, which the
receiver sends approximately 180µs later. An acknowledg-
ment packet is 5 bytes long, containing only the format header
(2 bytes), a CRC (2 bytes), and the received packet sequence
number (1 byte): it contains neither a source nor a destination
address. The second is that the maximum 802.15.4 packet
size is 127 bytes. The 128th byte is used by the physical
layer to denote the size of the packet. This is important be-
cause IPv6 requires data-link layers whose MTU is smaller
than 1280 octets to provide a sub-IP fragmentation and as-
sembly layer. The expectation is that few PAN packets will be
large, but this functionality is a requirement for IPv6 interop-
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Observation Section Implications
Over short packet bursts, links qualities are
largely bimodal.

Sec. 3 Fragments may be sent in small bursts when a link is good (greedy link select). Need
sub-IP acknowledgment scheme to handle fragment flushes.

Low rate traffic encounters intermediate
links, which are due to SNR variations or
proximity to the reception threshold.

Sec. 4 Routing low utilization traffic requires continuous link estimation or route prob-
ing/discovery. The network layer may benefit from physical-layer information such as
signal strength and noise measurements.

ETX asymmetries exist and are more com-
mon in low rate than burst traffic.

Sec. 5. Route discovery cannot assume bidirectional communication. Routes require periodic re-
freshing or probing.

Packet ACK failures are correlated. Sec. 5 Naive retransmissions waste energy. Need feedback between retransmissions and route
selection. Need retransmission and duplicate suppression techniques.

Table 1. Summary of observations and their implications to IPv6 routing.
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Figure 1. 802.11b and 802.15.4 spectrum utilization.

erability, and the 6lowpan working group has proposed an ap-
proach which incorporates header compression and the abil-
ity to use short 16-bit node addresses [14]. As PAN devices
are energy-constrained, using techniques to increase single-
hop delivery rates are valuable, as they can significantly im-
prove end-to-end reliability and therefore reduce the number
of network-level retransmissions.

The commonly used 802.15.4 physical layer occupies the
same 2.4GHz spectrum as 802.11b. Because of their different
data rates, their channels occupy different spectrum widths.
Figure 1 shows their overlap and how 802.15.4 networks can
experience interference from 802.11 networks. Unlike 15.4,
which is assumed to have low utilization, a copresent 802.11
network might be very busy. While 802.11 might experience
interference from 15.4, there is a 100-fold difference in output
power: 802.11 chipsets have an output power of 15-23dBm,
while 15.4 chipsets are typically -3-0dBm. The disparity
makes it unlikely that an 802.11 node will act as a hidden
terminal, as it requires the signal strength at the transmitter
be below the clear channel threshold and be strong enough at
the receiver to corrupt the packet.

However, as 802.15.4 has such a lower output power and is
a narrowband interferer, 802.11 networks are not likely to re-
spond to their transmissions when performing CSMA. 802.11
packets can be much briefer than 15.4 packets: a 300 byte
packet at 11Mbps is approximately 200µs, while a 30 byte
packet at 256kbps is 1ms. While most 802.11 data packets
are 1500 bytes, acknowledgements and other control traffic
often has smaller payloads. Therefore, a 15.4 node can detect
a clear channel, start sending a packet, and receive a corrupt-
ing burst of mid-packet 802.11 interference.

2.1 Related Work
Experiments with early sensor platforms established that

low-power wireless networks have complex dynamics. Gane-
san et al [9] analyzed different protocol layers for rene motes,
showing that simple algorithms such as flooding have signif-
icant complexity at scale. They observed that many node
pairs had asymmetric packet reception rates (PRRs), which

(a) Low-rate round-robin traf-
fic.

(b) Short packet bursts on
channel 26.

Figure 2. PRR distributions for a 28 node indoor testbed
where nodes are on the ceiling. Reception rates are gener-
ally bimodal, and the commonality of intermediate links
increases with inter-packet delays.

they hypothesized were due to reception sensitivity differ-
ences. Cerpa et al. [5] supported this hypothesis after swap-
ping asymmetric node pairs and finding the asymmetries were
a product of the nodes and not the environment. While the af-
fects of link asymmetry have been studied in TCP traffic [3]
and are applicable to PANs, the small packet sizes and tem-
poral link variations raise separate issues, which to the best
of our knowledge have not yet been addressed.

Cerpal et al. showed that PRR rates can change signifi-
cantly over time, so that long-term PRR calculation can lead
to very inaccurate results [6]. They suggested instead that an
instanteous measure of RNP – “required number of packets”
– was preferable to a long-term PRR. This work also intro-
duced using conditional probabilities in link estimation, an
idea which we extend when considering the correlation be-
tween packet failures in Section 5.

Aguayo et al. [2] observed similar packet delivery behav-
iors in a 38-node 802.11 long haul urban mesh network, but
concluded that they were most likely due to multipath ef-
fects as there was little correlation between PRR and signal
to interference plus noise ratio (SINR). Their experimental
methodology differs from those of the sensor network stud-
ies. For example, they consider average SINR ratios over
second-long periods rather than on a per-packet basis. Never-
theless, the differences in conclusions between the efforts are
interesting. Since 802.11b operates in the same ISM band as
802.15.4 and uses a similar modulation scheme (QPSK), its
transmitters could be significant interferers [19].

3 Distribution of Packet Reception Rates
Figures 2(a) and 2(b) show PRR disributions in an indoor

testbed. Each point corresponds to a single, unidirectional
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link over which at least one packet was delivered. There were
a total of 28 nodes, giving 756 potential links. The figures
specify the number of packets over which the reception rate
is computed. Reception rates are sorted in descending order
and the data for each line comes from a different experiment:
each y-value for a given x-value is not expected to be from
the same node pair. In the testbed, nodes were pinned to the
ceiling, people moved freely through the space and there were
802.11 access points.

We measured PRR by having each node transmit 200
broadcasts under two different traffic patterns. In the first,
round-robin, each node took turns transmitting a single
packet, and transmissions were 500 ms apart. With 28 nodes,
the inter-packet time for each node was 14 seconds, and for
200 packets the entire experiment took 47 minutes. In the
second, burst, each node transmitted its 200 packets without
interruption. With inter-packet times of 10 and 100 ms, the
experiments took 56 seconds and 9 minutes.

Figure 2(a) shows that Channel 11 has 40% fewer high
quality (> 90% PRR) links than Channel 26. There are at
least three possible explanations. First, 802.15.4 channel 11
shares spectrum with 802.11b while 802.15.4 channel 26 does
not. Therefore, 802.11 traffic may interfere with 802.15.4
traffic on channel 11. This explanation, however, is not en-
tirely satisfying. It seems that channel 11 should have a
longer right tail since at least a few packets might have been
received during the 47 minutes experiment on the 200 or more
links seen on channel 26 but absent on channel 11. Second,
since our experiments were carried out at different times, it
is possible that the RF environment changed appreciably be-
tween the two trials. However, this explanation appears un-
likely since repeating experiment at different times results
in essentially the same distribution of reception rates versus
node pairs. Third, the RF circuitry combined with the antenna
on the mote may greater attenuate signals on channel 11 than
channel 26. This, if true, can increase the communication
range of a node and thus increase the number of neighbors
for a node in channel 26.

Despite the absolute differences in Figure 2(a)’s distribu-
tions, both channels exhibit similar numbers of intermediate
links (10%-90% PRR), approximately 150. Over the time-
frame of about an hour, approximately 20% to 40% of the
links had intermediate PRRs. In contrast, Figure 2(b) shows
that over the much shorter timeframe of one minute (10 ms
delay), packet reception is sharply bimodal. Approximately
85% of links exhibit a 100% reception rate, 10% of links have
between 90% and 99% reception, while fewer than 5% of the
links have a reception rate below 90%. When the timescale
is increased to just over nine minutes (1 s delay), fewer than
20% of the links exhibit a 100% reception rate, 60% of the
links exhibit between 90% and 99% reception rate, and 20%
have a PRR below 90%.

Overall, the data indicate that distribution of PRRs in our
indoor testbed are largely bimodal. The vast majority of
links exhibit either greater than 90% or zero reception rate
over short periods of time. The fraction of intermediate links
over these timeframes is also small, as indicated by the pro-
nounced knee and sharp fall-off in reception rate shown in
Figures 2(a) and 2(b). These results show that over very

Figure 3. Packet Reception vs. Received Signal Strength
for a long-term trace.

short time scales, links are highly bimodal. As the time scale
increases, the chances of link qualities changing increases,
leading to larger but still small proportion of intermediate
links. These observations contrast with the work of Aguayo
et al. [2] which showed that in Roofnet – an outdoor 802.11b
mesh network – between 50% to 70% of links have interme-
diate PRRs over a 90 second interval.

Our experiments did not include concurrent transmitters.1
In the presence of hidden terminals, concurrent transmissions
can lower packet reception rate due to collisions at the re-
ceiver. However, Aguayo et al. concluded that in their ex-
periments, it seemed unlikely that interfering traffic caused
the observed losses [2], so we can factor out foreign traffic as
a source of significant differences in both cases. Even with
802.11b-induced interference, the distributions from the two
experiments are considerably different.

Once a node detects a good link, that link is likely to be
good for a burst of packets, such as a large IPv6 datagram.
If a node has only a single burst to send, as soon as it finds a
good link, greedily choosing that link may be a good strategy.
In 802.15.4, a “good” link can still have a 5% packet loss rate.
Succesfully transmitting a large IPv6 packet (10 fragments)
therefore requires a sub-IP acknowledgment layer. Link-layer
acknowledgments can provide one part of this mechanism, if
a system follows the 6lowpan requirement that an overlapping
fragment flush all other fragments, then imperfect duplicate
suppression may cause a receiver to flush fragments that were
acknowledged at the data link layer.

4 Intermediate Links
The previous section showed that 802.15.4 connectivity is

highly bimodal and that the proportion of intermediate links
increases over time. This section explores the reasons behind
those observations and the implications to IP routing.

Prior studies established that signal-to-noise ratio (SNR) is
the main factor determining packet reception success in low-
power wireless [16, 17]. To verify this, we ran long term
round-robin (8+ hours) experimental traces across different
platforms, in varying environments. The results from all of
these experiments were similar to those shown in Figure 3.
When the RSSI is greater than some lower bound (-87dBm
in this particular experiment), the PRR is high (greater than
80%) with a high likelihood. Otherwise the link falls into a
grey area where the PRR is difficult to predict.

1 Therefore our results may exhibit fewer intermediate links than
a network with concurrent transmitters would.
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SSI (dBm) -98 -97 -96 -95 -94 -93 -92
# Nodes 5 8 4 3 2 3 1

Table 2. Distribution of the mode of noise readings across
26 802.15.4 nodes.

Figure 4. Observed behavior at a single node during a
round-robin packet trace. The left plot shows packet de-
livery. The second plot shows SSI, which has many very
brief spikes. The third plot shows the average SSI over
400 samples (40s) indicating that there are not significant
long-term variations. The last plot, on the right, shows the
RSSI distribution of packets received over time. Changes
in PRR are correlated with RSSI variations.

Table 2 shows the varied range of noise floors calculated
as the mode of samples of the signal strength indicator (SSI).
Note that SSI is not same as RSSI. RSSI is the signal strength
of successfully received packets while SSI is the periodically
sampled signal strength of the environment (noise). For the
same RSSI, different nodes will see different PRRs due to
differences in their noise floors.

After further investigation, we observed that not only do
the unstable links have average SNRs that are on the edge of
the “good link” threshold, but that the RSSI value of packets
received from the same node can fluctuate by a few dBm over
longer periods, as has been observed in other studies [13].

Figure 4 shows packet reception, noise, and RSSI data for
a single node over a round-robin trace. The left graph shows
packet reception over time for a single node (node 4) from all
the other nodes in the experiment. During high PRR periods,
the RSSI of the packets received from node 30 is predom-
inantly -90dBm. The RSSI of received packets during poor
periods s predominantly -91dBm or -92dBm. This slight drop
in the received signal strength corresponds with a drop in the
PRR. This shows how nodes whose SNR is in the edge of
receive sensitivity experience temporal variations.

While these observations shed some light on the behavior
of intermediate links, generalizing them to all environments
is inappropriate. In these traces, for example, there were little
correlation between noise spikes from 802.11b and PRR. This
is possibly due to low traffic in the 802.11 network. However,
if an 802.11 network is very busy it can cause packet losses,
especially as 802.11 might not consider 15.4 traffic a busy
channel. This can also lead to long term intermediate links.

This hypothesis suggests ways to identify intermediate

(a) Burst, Channel 11 (b) Burst, Channel 26

(c) Round-Robin, Channel 11 (d) Round-Robin, Channel 26

Figure 5. ETX asymmetries in burst and round-robin
traffic. The nodes are in a circle solely for visualization
purposes. Nodes close on the circle were physically close.
Asymmetries a colored line, where the red end of the line
is the node that had a higher ETX. A larger gradient in-
dicates higher asymmetry.

links based on physical layer information (RSSI and noise
floor). An IPv6 router, after identifying possibly intermedi-
ate links, may discard them to avoid unstable or time-varying
routes. However, avoiding such links may result in a sparsely
connected network and cause bottlenecks. Furthermore, dis-
carding these links prevents greedy link selection that can
make use of them during periods of good quality. Determin-
ing whether a borderline link is good at a particular time re-
quires either periodic link maintenance or explicit probing.
The results in Section 3 suggest that once a link is discovered
to be good, it is likely to be good for a packet bursts

.

5 Acknowledgements
In this section, we examine the performance of 802.15.4

acknowledgments and how they affect link quality estimates.
PAN devices often have limited RAM in order to mini-
mize cost and energy consumption. This constraint makes
802.15.4’s synchronous acknowledgments very valuable, as
they have a bounded latency and so define how long a retrans-
mission layer must hold onto a packet. However, losing link
layer acks (false negatives) leads to unnecessary retransmis-
sions and duplication of a packet within the network. Packet
duplicates in turn require duplicate suppression techniques,
which can increase the complexity of higher layers.

Existing energy-based route selection metrics such
as ETX (the expected transmission count including
retranmissions[20]) and its derivatives [11] use the product
of forward and reverse packet reception rates. This assumes
that the acknowledgment loss rate is the same as the packet
loss rate in the reverse direction.

If the acknowledgment reception rate (ARR) can differ
significantly from the reverse PRR, then it is possible that
the two directions of a link have different ETX values, as the
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(a) PRR vs ARR, Channel 11
Burst

(b) PRR vs ARR, Channel 11
Round-robin

Figure 6. PRR for A→B link vs ARR for A→B. Burst
traffic shows bimodal reception rates, while round-robin
traffic shows more intermediate links. In almost all cases,
ARR is higher than PRR. ARR and PRR are close at low
loss rates, leading to few ETX asymmetries. Similar plots
observed for channel 26 and are not shown for brevity.

ETX from A to B (ET XAB) is 1
PRRAB·ARRBA

. There are two
reasons why ARR may differ from PRR. First, 802.15.4 ac-
knowledgment packets are very small, so are less likely to be
corrupted. Second, CSMA causes a data packet transmission
to suppress other nodes around it. As acknowledgments are
shortly (tens of microseconds) after the data packet, the chan-
nel conditions around a transmitter are different than those at
an arbitrary receiver.

For the purpose of this study, a link has an ETX asymmetry
if the ETX for the two directions differs by 0.1 and at least
one direction has an ETX below 3. The second condition is
based on the observation that protocols typically minimize
ETX. Figure 5 plots ETX asymmetries for burst and round-
robin traffic on channels 11 and 26. Burst traffic on channel
11 observes 7 links with an ETX asymmetry, some of which
are very asymmetric (N22-N28, N22-N29) while on channel
26 there are 9 asymmetric links, only one of which is very
asymmetric (N2-N13). Round-robin traffic has many more
asymmetries. On channel 11 most asymmetries are severe,
while on channel 26 they are mostly slight.

Figure 5 shows that significant ETX asymmetries can ex-
ist, they are more pronounced over low-rate than bursty traf-
fic, and channel choice affects the severity. As ETX asym-
metries exist, ARR and PRR must differ. Figure 6 shows the
relationship between PRR and ARR. As burst traffic observes
predominantly bimodal links, its values are clustered at high
reception rates. In contrast, round-robin traffic has more in-
termediate links. In both cases, however, the ARR is almost
always greater than the PRR. Using PRR instead of ARR (as
is commonly done in current protocols) overestimates ETX.

In Section 3, we showed that over long time periods links
can have intermediate PRRs due to transitions between high
and low short-term loss rates. An IP routing layer can easily
handle either common case. The difficult case is when a link
transitions in the middle of a packet or stream of packets.

Figure 7 shows what transitions look like to a routing layer.
It shows the conditional probabilities of a successful data
transmission and acknowledgement based on prior packets.
This plot was generated from 100,000 transmissions between
a single node pair with an intermediate loss rate. If failures
are independent, then loss probabilities will be constant. Fig-
ure 7 shows conditional deliveries for each direction of a sin-

(a) A→ B, Channel 11 (b) B→ A, Channel 11

Figure 7. Conditional probability of a packet not being ac-
knowledged given n consecutive prior failures. The motes
sent 100000 packets seperated by 10 msecs to each other
in a burst. Negative numbers indicate n consecutive de-
livery successes. Acknowledgment packet losses are not
independent. Channel 26 shows similar behavior but is
not shown for brevity.

gle node pair. Figure 7(a) shows failures that follow this pat-
tern. The two edges of 100% loss represent rare cases. For
example, there were 0 cases of 10, 3 cases of 11, and one
case of 12, leading to values of 100% and 33%. Figure 7(b)
shows a very different pattern, where packet losses are not
independent: there are two cases, of approximately 10% loss
and 80% loss. If a node B does not hear acknowledgments
from A for several consecutive packets, then the probability
of hearing future acknowledgments (whether due to data or
ack failure) drops significantly.

The traces from the two experiments show a significant
difference which explains these distributions. Approximately
halfway through the burst from B to A, packet RSSI values
increased for a long period, reaching an average of 5 dBm
higher. This increase in RSSI similarly increased the packet
delivery rate. The link underwent an RSSI shift, which tran-
sitioned it from the low quality to the high quality mode, pro-
ducing an intermediate link. This is in contrast to the link
from A to B, which during its burst happened to be on ex-
actly the edge of receive sensitivity.

Link-level asymmetries preclude broadcast-based route
selection techniques, such as those used in AODV [15]. Sim-
ilarly, ETX asymmetries mean that the two directions of an
IP route may differ. Just as with link quality variations, ETX
asymmetries increase with time duration, and so routes re-
quire periodic probing or refreshing. As acknowledgments
are imperfect and energy conservation generally calls for
link-level retransmissions to improve reliability, nodes re-
quire duplicate suppression mechanisms. Packet loss correla-
tion suggests that the sub-IP retransmission layer can provide
useful feedback to IP route selection, telling it that a link has
failed and choosing a different one will save energy.

6 Implications
Our experiments have four major observations.

1. Links are predominantly bimodal for short packet bursts.

2. Sporadic traffic observes intermediate links, which are
due to SNR variations.

3. There are ETX asymmetries, which are larger over
longer time intervals.

4. Acknowledgement failures are correlated.
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The first and second observations indicate that once a node
detects a good link, it should send IPv6 fragments as quick
bursts. The bimodal delivery behavior means that there will
be few reassembly failures at the receiver. However, as a link
may transition from a good to a bad link during a transmis-
sion, a sender needs to maintain all fragments until a single
recipient acknowledges all of the fragments.

The second and third observations together indicate that
small, sproadic IPv6 packets and traffic bursts require differ-
ent routing approaches, as link qualities may have changed.
Continuously probing links (e.g., DSDV) or establishing
routes (e.g., AODV) can easily consume more energy than
data transmission. For latency-sensitive PANs, such as a
lighting control system, this cost may be unavoidable. For
less stringent PANs, however, such as a lawn monitoring or
heating system, nodes can amortize route discovery costs by
buffering packets into bursts. Alternatively, with physical
layer knowledge a router can choose links with strong signal
strengths, which are less likely to have temporal variations.
As a single packet is sufficient for detecting a change in sig-
nal strength, this is an inexpensive measurement.

The third observation indicates that the two directions of
an IP route may need to differ. The first observation implies
that if the route is needed for a longer period then periodic re-
discoveries may be needed, introducing a tradeoff in the cost
of discovery and a route’s energy efficiency. Continuously
maintaining a routing table (e.g., DSDV) is also problematic,
but the first observation implies that the rate at which the bidi-
rectional quality of links need to be probed may consume a
lot of energy. A novel routing protocol may combine parts of
AODV and DSDV to overcome these challenges. A DSDV-
like approach generates a set of candidate links, which are
then probed with unicast messages to establish a route using
an AODV-like approach, using seperate route requests may
be needed for forward and back routes.

The fourth observation indicates that except for the few
links which happen to be just at the reception sensitivity
threshold, acknowledgments are an effective feedback mech-
anism for higher-layer decisions. A naive retransmission
scheme will waste energy when there are several consecutive
failures. A more sophisticated scheme that has an estimate
of the cost-benefit tradeoff can choose to wait before retrans-
mitting after a suitable number of failures. Alternatively, the
link layer can give feedback to the routing layer that there is
a latency-efficiency tradeoff, giving an opportunity to choose
another link depending on the kind of traffic. Changing links
introduces tradeoffs in fragment caching, as a receiver may
not be able to distinguish a sender that is waiting due to a pe-
riod of high loss or has chosen a new destination. Given the
energy cost of communication and RAM limitations, these
are difficult tradeoffs, and may benefit from packet control
bits that indicate what policy the transmitter will follow.

Acknowledgment losses introduce an additional wrinkle
in packet assembly. A node must have a mechanism for sup-
pressing the resulting duplicates. If the sub-IP fragmentation
and assembly layer does not have a cumulative acknowledg-
ment scheme, then failed suppressions can lead to unneces-
sary packet delivery failures.

7 Conclusion
In this paper we have presented several key observations

of low power 802.15.4 nodes. We have shown their impli-
cations to IPv6 routing over low power wireless networks.
While we have not clearly illustrated what these algorithms
and policies have to be, we have shown which of the poli-
cies currently used for other IP over wireless networks need
modifications. The exact definition of these policies remains
an open research topic. However, exploring the implications
of low-power wireless to IPv6 routing is a first step to bring-
ing IPv6 to PAN devices, which in the near future will be the
most numerous class of networked nodes.
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