Rule-based Forwarding (RBF):
improving the Internet’s flexibility and security

Lucian Popa lon Stoicd Sylvia Ratnasamly

1 Introduction 4. rules allow flexible forwarding: rules can select ar-

From active networks [33] to the more recent efforts on  itrary forwarding paths and/or invoke functionality
GENI [5], a long-held goal of Internet research has been madg avallable by on-path routers; both path %”d
to arrive at a network architecture thaflisxible The al- function selection can be conditioned on (dynamic)
lure of greater flexibility is that it would allow us to more network and packet state.
easily incorporate new ideas into the Internet's infras- The first two properties enable security by ensuring
tructure, whether these ideas aim to improve the existinghe network will not forward a packet unless it has
network €.g.,improving performance [36, 23, 30], relia- been explicitly cleared by its recipients while the third
bility [12, 13], security [38, 14, 25], manageability [11], property ensures that rules cannot be (mis)used to attack
etc) or to extend it with altogether new services andthe network itself. As we shall show, our final property
business model®(g.,multicast, differentiated services, enables flexibility by allowing a user to give the network
IPv6, virtualized networks). fine-grained instructions on how to forward his packets.
An unfortunate stumbling block in these efforts has In the remainder of this paper, we present RBF, a

been that flexibility is fundamentally at odds with forwarding architecture that meets the above properties.
another long-held goal: that of devisingecurenetwork . . .
architecture. As one example of this tussle: severa? Design Rationale and Overview
schemes seek the flexibility of forwarding packets alongin this section, we present the answers to three key
multiple paths €.9.,[36, 12, 13]), to improve perfor- questions for the RBF design: (1) What can rules do?,
mance and reliability while schemes such as network2) How are rules distributed to routers and end-hosts?,
capabilities [38, 37, 29] seek to constrain packets to and (3) How to ensure rules are valid?
single “approved” network path. In a different exam- The RBF architecture aims to provide end users extra
ple: active filtering [14, 22] seeks to block unwanted control over the forwarding of their packets as well as
traffic based on source addresses; but yet other proposver the packets that can reach them; however, RBF is
als [32, 35] enable attackers to legitimately conceal theihot concerned with route discovery and route computa-
addresses when routing through middleboxes. tion, which we argue should remain under the control of
In this paper, we propose a new architectural concept -aetwork owners. For this reason, we implement the RBF
that of packetules— and develop aule-basedorward- ~ functionality above the network layer (IP).
ing architecture_(RBF) tha_t we argue is both flexible and2_1 What can rules do?
secure. A rule is a simplef - t hen- el se construct ) i ) .
that describes the manner in which the network shouldroadly speaking, previous architectures that aim to pro-
— or should not — forward packets. In RBF, instead ofvide flexible forwardinge.g.,[33, 17, 36, 32, 35, 30, 28]
sending packets to a destination (IP) address, end-hosgan be divided into four classes based on whether end-
send packets using the destination’s rule. At a high-levelusers are allowed to (i) modify router forwarding state,
the reason RBF achieves both security and flexibility isor/and (i) modify forwarding information in packet
that, with rules, a user must specify batinat packets headers_ €.9., destination addrgss). These classes.are:
it is willing to receive as well ahow it wants these (1) Modify both router forwarding state and forwarding
packets forwarded and processed by the network. Moréformation in packet header.@., most Active Net-

specifically, RBF is designed to ensure the followingWork proposals [33], ESP[17]). (2) Modify router state
properties hold at all times: but not packet headers.{.,Active Networks focusing

on “active storage”[34]). (3) Modify packet forwarding
1. rules are mandatory: every packet must contain a information but not routing state(g.,i3[32], DOA[35]).
rule; any packet without a rule is dropped. (4) Modify neither router forwarding state nor packet
2. rules are provably valid: a rule is deemedalid if  state ¢.g.,IP).*
all recipients (end-hosts, middleboxes and/or routers) We argue that the third class provides the best tradeoff
named in the rule have explicitly agreed to receive thebetween flexibility and security. Allowing data packets
associated packet(s). Given arule, any router, middleto modify router forwarding state poses significant

box or end-user can verify the rule’s validity. security risks. Indeed, at the limit, an application could
3. rules are provably safe:rules cannot exhaust net-
work resources.g.,rules cannot compromise or cor- 'Of course, routers perform logging and monitoring tasks
rupt routers nor cause packet forwarding loops. which change their state, and routers modify the TTL value
which represents state in packet, but in this section we tefe
*University of California, Berkeley user-controlled forwardingabilities. We also ignore IP loose-
fintel Labs, Berkeley source routing which is rarely used due to security concerns



implement complicated distributed protocoésd.,rout- 2.3 How is rule validity ensured?
ing protocols) whose safety is notoriously hard to verlfy.-l-O guarantee rule validity, each rule is certified by a

This eliminates the first two classes. In contrast, the Ias{hird party certifying authority, called Rule Certificatio
class offers limited flexibility, as end-users can exerciseEntity or RCE for short T’he RCE guarantees that
no control on packet forwarding. This leaves us with theaII no’des whose addresses appear explicitly in a rule

th\ilzl?tr?I%eSBSI’:toe\rI]vcrj]-ngeFﬁEEot;ﬁlrg?gzc ket forwarding usin (i.e., destinations, middleboxes and indirection routers)
' P 9 gagree with the rule. In addition, the RCE may verify the

rules. Each packet contains a rule and a settwibute- rule for forwarding-loops before certifying it).

value pairs in its header. Upon receiving a packet, _the Upon receiving a packet, an RBF router verifies the
router executes the pgckets rule. The rule takes as Inplf'hle's signature. If the verification fails, the router dsop
the attr!bute values in the packet header, as well a e packet; otherwise, the router applies the rule. To
forwarding state exposed by the routers under the form ' ' :

of router attributes Rules mayupdatethe value of the verif_y the rule certificate, a router n_equ to know the
packet attributesiorward the packet via IP or to layers public keys of all RCEs. We believe this is a a reasonable

above (transport or application), drop the packet. In assumption as we expect the number of RCEs to be

contrast, rulesannotmodify the router attributes relativ_ely s_mall. , '

A rule can be represented by a simple transition table: Destinations can validate rules that allow traffic only
based on the current value of packet attributes and routdfo™M Certain sources. Malicious senders can attempt to
attributes, the rule may generate a new set of pack §poof their addresses to bypass ryle directives and mis-
attributes and forward/drop the packet. In practice, rulej{ead routers into not dropping their packets. To prevent

are encoded using aif-then-elsetree-like structure, his qttack, RBF assumes the existence of eami-
which has a more compact representatis) ( spoofingnechanism. In this paper we propose the use of

This generic structure enables RBF to provide a richP@SSPorts [24], but other alternatives are possi (-
set of forwarding functionalities, including explicit mid To make sure rules can only be used for a limited
dlebox traversal, multi-path routing, anycast, multicast 2@Mmount of time, rules have associatedse¢56).
and loose source routing. We illustrate the generality o2 4  Summary

rules through a set of examples in Section 4. RBF can be succinctly described as: (1) Every packet

2.2 How are rules distributed? contains a rule; there are no exceptions and no special

Distributing rules to routers: Routers need to know the traffic. (2) A rule is a set of forwarding directives

rules associated with the packets they receive. There a@ssociated to the packet by end-users; the expressivity

two basic approaches by which routers can obtain rulesOf rules enables forwarding flexibility. (3) The rule bears
First, rules can be carried in packets; this frees router@ trusted entity’s signature, which guarantees the rule is

from maintaining per-rule state, and implementingVvalid and safe. (4_1) Routers verify_the _rule signature and

costly rule distribution protocols. This approach how- forward conforming to the rule’s directives.

ever incurs a high overhead on the data path as ruleé Rule Specification

increase packet headers, and routers need to verify rules

to ensure their validity. RBF represents rules as a sequence of actions that can
The second approach is to install rules at routers; thide conditioned byf-then-elsestructures of the form:

incurs a lower overhead on the data plane, as packets  if (<CONDITION>) ACTION1

need only to carry rule identifiers instead of the rules else ACTION2

themselves. However, the process of obtaining rules can Conditions arecomparison operatorsipplied on the

be complex; the router can either get rules in advancepacket and router attributes.

in which case it may need to store a huge number of The actions can be: (1update the value of the

rules or the router can download rules on demand, irpacket attributes; (2§irop the packet and (3jorward

which case it may need to buffer the packets it receivedt to the network interfaces via IP or to higher layers

until it obtains the rules for those packets. Moreover,implementing the functionalities requested by the rule.

the packets installing rules have to themselves travel on The packet attribute set consists of the five-tuple in

rules, which makes this process very difficult. the IP headerif., IP addresses, ports, protocol type),
In this paper, we chose to have packets carry rules. lmnd a number of custom attributes witlser defined
Section 7 we estimate the overhead of rules. semanticsFor simplicity, RBF does not allow rules to

Distributing rules to end-hosts: RBF leverages the add new packet attributes. On the other hand, router
DNS infrastructure to distribute rules. Upon a DNS attributes may include the router’s IP address, AS num-
lookup, instead of returning the destination IP addressber, congestion level, flags indicating whether the router
the DNS server returns the rule of the destination. implements a specific functionality such as intrusion
In Section 4 we show how servers can protect againstietection and so forth.
DoS attacks, by redirecting their DNS entry to a large Every rule has a unique identifier (ID). The rule 1D
entity and by creating per-client rulese(, rules that is defined as the concatenation of a hash of the rule
drop packets from any other source than one client). 5 owner’s public key and of an index unique to the owner.



Packet Format:

a1 [ TransportHeader | packets through a sequence of waypoints; (3) use
RBF’> enhanced functionality at routers (if available) and
A [0 JEEERD [RD [stte=1] b middleboxes; (4) use router state in the forwarding
decision and record such state. Next, we present several

Fi 1- Simple indirecti | examples to illustrate RBF's flexibility.
'gure 1. simple indirection exampie. Port-based filtering: Web servebD can use the following
For example, the following rule forwards a packet to asimple rule (registered under its DNS name) to make sure
destinatiorDvia a waypoint routeR1; a packet attribute  that it receives only packets destined to port 80:
namedst at e indicates whether or not the packet has  R_filter_port:

o . if (packet.dst_port != 80) drop;
already visitedR1: 1 (packe P ) drop
R.D:
if(i??fgﬁ;é?tzﬁr::so?— Rl)//from source to R1 Middlebox Support: In addition to accepting traffic di-
sendto R1 - rectly on port 80P can use the following rule to route all
. (e'saeckgflc'éf;t-:tét_e 5 1 /it D the other incoming traffic through a packet scrubber([3],
sondto D - deployed either byD's provider, or a third party:
where thesendt o action is a short form for the follow- R-?}b(‘;,;-g;;{jdst_pm = 80) sendto D
ing: change the destination addres®tand forward the else B
packet using IP iDis not the local address, or forward it e tross 1= Scrb) seadto sor 0o
to the transport layer otherwise. Once the packet is for- else B
warded or dropped, the rule execution stops; the packet packet.state = 1 Jmark scrubbed
is by default dropped if it is not explicitly forwarded else if (packet.state == 1) sendto D //scrubbed
by the rule. Fig.1 illustrates this example, whBnis Thus, similar to other previous proposals [32, 35], RBF
communicating with another hosf who's rule isR A. provides explicit support for middleboxes, such as WAN

While RBF does not allow rules to modify the packet
payload or replicate packets, RBF enables ruléswtoke
such functionality at middleboxes or routers, if available . i .
This allows RBF to leverage recent advancements inE;ecure Middlebox Traversal:In the previous example,

router design that enable network operators to providém _attacker can directly send a packet with shet e
new functionality through router extensions [8, 9, 26]. attribute value set to 1 such as to appear that the packet

While the functionality invoked by a rule at a router may has already visited the middlebox. The destination can

modify the packet payload, may replicate packets and)mteﬁt a?amst this be::aworm t.WO ;/vays. hat th

may change the router state, such actions are done b In the first approachD can simply ensure that the

code that is controlled by the network operator. acket does indeed arrive from the middlebox when
A packet with sourcé and destinatio mustinclude ~ the st at e attribute "S_ set to the value of 1e., i f

a destination rule R.D, which is the rule specified and (Packet.source !'= Scrb) drop. For this

owned by D. In addition, each packet may include aPUurPose, the IP source address attribute has to be set

return rule this is the rule specified and owned fyand ~ When the packet gets t&crb (before invoking the
is used for return traffic fron to S. service), i.e., packet . source = Scrb. This rule

relies on the anti-spoofing mechanism used in RBF to

ExpressivenessAt a high-level, our rule specification . .
can be viewed as defining a finite state machine (FSM).bIOCk packets with §poofe_d source address afiributes.
Note that to avoid legitimate packets to be dropped

the state is encoded in the packet attributes, while the in- th i f hani th dd
put is represented by the attributes of the routers alonrgy € anti-spooling mechanism, th€ source address

the data path. The rule specifies the transition functio tribute has to be set at ?" (_)ff-path waypoints .and.
of the FSM. It is not difficult to show that RBF can the- 'OUters that change the destlnatlprl address; we omit this
oretically implementny deterministi¢orwarding func- in the presented rules for readab|_l|ty purposes.
tion that can change the packet attributes only. However, In a secon_d approach, the destmgtlon can use stronger
there are forwarding functions that cannot be efficientlycrYPtographic guarantees. For this purpose, the mid-
expressed in RBF. This limitation is similar to the jm- d/€00ox has to offer a functionality that creates a
practicality of implementing complex functions with the c_ry_ptogfaphlc proof,_ Wh.'Ch guarantees the packet has
simple FSM mechanism due to the exponential growth ir/iSitéd it. The destination itself implements another
the number of states. In particular, forwarding decisiondunctionality that verifies these proofs before delivering
based on any functions other than comparisons of packét‘e _packet to the application. Both these fl.mCt'Ona“t'eS
and router attributese(g.,sum, hash, logarithm) are not 2'® invoked by the rule (acr b and respe_ctlvely a).
practically expressible in RBF. Thl_s_ process can be_generallzed to a_rb|trary r_ules (the
verification functionality has to use static analysis).
4 Examples of RBF usage DoS Protection: To protect against DDoS attacks, a
RBF gives end-users four basic types of control: (1)server,D can create a custom rule for each client; this
block unwanted packets in the network; (2) redir%ctrule drops packets from any source other than the client.

optimizers, proxies, caches, compression or encryption
engines, transcoders, intrusion detection (IDS) boxes.



By controlling the number the number of rules granted atthat receivers should use the following registration rule:

a given time D controls the maximum number of active R_multicast_registration :
; . ik ier if (router. multicast_available and
clients. An example of a rule similar to a capability is: packet . orirouter 1= router.address)
R_filter_src: packet.crt_router = router.address
if (packet.source != requester_IP) invoke multicast_registration
drop; sendto S

.../l rest of the rule . .
where thecr t _r out er attribute makes sure multicast

Similarly to capability based architectures [38, 37], reqistration is called just once at each multicast router.
our solution is based on the premise that destinations \y/hen joining the multicast tree, a receiver,sends a
are able to grant rules on demand, and that any requestgggistration packet using the above rule. Prior to sending
can ask for a destination’s rule. Unfortunately, this openspg packet,D creates a rule to receive the multicast

the capability distribution protocol itself to DoS attacks 5ckets sent b® and inserts it in the packet’s pavioad:
(dubbed Denial of Capabilities, g. [29]). Packers sem op and st P payload:

In RBF, a destinatiod can contract with a large entity packet . dst_port = PORT_D_LISTENS_MCAST_M
E and redirect it's DNS entry t&. Each requester will sendto D
then contack instead of contacting. E forwards the The packet payload also contains the identifier
rule requests t®, but acts as a rate throttler, limiting the M The first multicast enabled routeR process-
rate of rule requests; thudcannot be under DoS attacks. ing the registration packet, stores the mapping
Dcreates rules and replies back to the requesters it wantdd—R.ntast f orwar di ng_to.D. R creates its
to approve €.g.,this decision is based on its current own rule to receive these multicast packets, repl@®s
load, as in [38]).E forwards requests tB conforming  rule in the packet, and sends the packet further.
to a policy that may contain: a maximum rule request The registration continues recursively. To send a
rate, a white-list of always allowed senders/prefixes, anulticast packetS sends a copy of the packet to every
black-list of denied senders and other parameters suctouter from which it has received a registration.
as a desired request service discipliag(fair queuing ~ On top of the vanilla multicast functionality, this
across sendersdtc. Dcan update this policy at any time. approach can easily implement other functionalities,
The assumption here is thaEzhas typically far more such as access control and traffic accounting, which have
resources thab. Dcan employ multiple such entities and been previously proposed to “fix” the IP multicast [21].
leverage DNS round-robin to further diffuse potential Other Examples: RBF enables a plethora of useful ex-
attacks. Also note that, DoS attacks on the rule grantingamples not presented here, suchsasure loose path for-
process are less effective than on the data plane [25]. warding30, 28], multipath forwarding anycaston-path
Alternatively, E could directly create and return a redirection(e.g.,use router attributes to track the avail-
rule for each requester, ddis behalf. For this purpose, ability of a disconnection-prone destination and imple-
D providesE a rule template parameterized by the ment DTN[19]),path logging(e.g. record on-path router
requester’s address and a policy to grant rules. In thisnformation, such as the max/min link bandwidth, for-
case,E has to incorporate the functionality of an RCE warding table size, packet counters, number of neigh-
and certify rules. Compared to throttling rule requests tobors, queue size, up timetc). More importantly, all
D, this approach avoids involving the destination in thethese individual examples can be combined as needed.
rule granting process, but requires some of the RCES t&qrce Control: In some cases, the source may also de-
be able to withstand DoS attacks, and may also requirgjre control over how its outgoing packets are forwarded;
more frequent policy updates betweandE. for example, to send packets through an anonymizer. We
Mobility: Host D changes its network IP address duedo not elaborate in this paper, but in such cases, a packet
to physical movement. In RBI can continue an exist- can also contain aource rule A packet is always for-
ing communication without having to re-establish it. To warded first on the source rule (if present) and once the
achieve thisD creates a rule for the new address with thespurce rule has been completed, the packet is forwarded
same ID as the rule used in the existing communicationas per the destination rule. We use a well-known packet
and places it in the packet as the return rule. attribute to denote which rule is currently active and only
Multicast: For security reasons, RBF does not supportallow this attribute to be set, thus ensuring that control
packet replication, and thus multicast cannot be imple-does not return to the source rule once the destination
mented entirely at the RBF layer. Instead, multicast camule has been activated. (This is verified by static analy-
be implemented by invoking multicast functionality de- sis before rule certification.)
ployed by ISPs at some of their routers; this functionality e .
maintains (soft) state at routers to create a multicast (re5 Rule Certification and Creation
verse path) tree. This approach implements essentially afo certify rule R, an end-hosD sends a certification
overlay multicast solution, which leverages the IP multi- request to an RCE; the rule to access the RCE is provided
cast functionality at on-path routers. For simplicity,éer to Dby its ISP. Upon receiving this request, the RCE uses
we consider only single-source multicast trees. a challenge response mechanism to verify s in-
SourceS wants to send packets to a multicast groupdeed the owner of the key used to naRend thaD owns
uniquely identified byM S advertises€.g.,on the web) 4 the only (assume for now) IP address explicitly specified



Attacks / Certifi-  Lease ~ Anti- Rule Alternatively to using passports[24] for anti-spoofing,
- to protect against DoS, RBF can simply leverage the
Infinite Loops X x already existing ingress filtering, deployed by over 75%
g&?e‘\ggfrﬁpﬂon x x x x of today’s ASes [16]. Thus, only hosts in less than 25%
Man-in-the-middle | x of the ASes can bypass rule dropping directives based
Rule Violation x on source address and participate in a DoS attack; the
Replay Attack x default-off nature of RBF additionally scales down the
Table 1: Attacks and Defense Mechanisms bots available to attackers since it reduces the spreading

potential of viruses. Moreover, an attack will stop once
in R; for this, D's return rule has to contain only that the lease of the rule expires; the victim can detect the
same address usedR? Next, the RCE verifies whether attacker, and stop providing new rules to the attacker
Ris well formed,; if so, the RCE sigriRand sends it back for a period of time. RBF can further incentivize the
to D. If the rule contains multiple end hosts, the RCE deployment of ingress filtering; destinations under attack
asks every end-host that appears in the rule, besides ttgan simply deny rules to requesters from ASes known
owner, to sign the rule (the certification request containgiot to ingress filter.
a contact rule for each host). Only after all end-hosts sign To prevent forwarding-loops, RCEs ustatic anal-
the rule, the RCE verifies the rule and signs it as well. ysis to detect whether rules can create cycles. Since

To protect against DoS attacks, RCEs control therules have a simple format, we use methods similar to
number of clients that can reach theend.,through the  symbolic execution (but much simplified) to identify
number of ISPs they have contracts with), and limit thethe potential for loops in the FSM governing the rule
rate of certification requests to a contracted rate. behavior; in such cases, rules are not signed.

To create rules in the first place, we envision that users In RBF, an attacker can also send packets with random
rely on applications similar to firewall configuration certifications, causing the router to try to verify their-sig
software. Rule creation could also be delegated; for innature. RBF routers can simply blacklist such attackers,
stance enterprises could create rules for their employees. the anti-spoofing mechanism prevents the attackers
DHCP servers can be extended to work with RBF (alongrom concealing their identity. Moreover, this attack can
with the address, they create and return a rule). only occur at the first RBF router. For this reason, the

; . incentives for it are low, since the attacker targets its
6 Security Analysis own access route and at most other collocated users, and
We consider attacks from malicious hosts and routershe routers can detect attackers more easily.
and we discuss two broad types of attacks: Malicious routers on the path from the RCE to a

A. Creation of Malicious Rules: (IRule Spoofingan  host could certify rules in the name of the host (rule
attacker creates a rule that sends traffic to an addressdpoofing). To prevent this threat, ISPs could upload to
does not own; (2PoS the networkcreate infinite loops,  the RCEs the mapping between the IP and the public key
amplify traffic, slow down routers; (3oS hosts(4)  of their customers (or sign such a mapping). However,
Corrupt router internal state since the malicious routers can already significantly

B. Misuse of Existing Rules: (1iReplay attackuse a  affect the traffic to hosts (drop/alter/multiply) this

rule for a longer time than its creator intended. R)le  soJution may be overkill for most cases.
violation: violate rule directivese.g.,sources avoid their

packets being dropped, bypass middleboxesyi@-in- 7 Related Work and Next Steps

the-middle attackmodify rules inserted by other hosts.
RBF uses three mechanisms to protect against the

attacks: (1) rule certification; (2) rule leases and (3)

anti-spoofing. Table 1 shows the mechanisms use i edi kets and int tedb A |
against each attack. atis carried in packets and interpreted by routers. In our

When it certifies a rule, a RCE associates to the rule arqurrent implementation, many common forwarding sce-

expiration time stamp as required by the requester; therBarios (unicast, routlng-wq-mlddleboxes, fllterlng_, Ful
is a maximum allowed lease value, to prevent attackg'caSt) can be expressed with 60-70Byte rules (this value

when IP addresses change. A router drops a packet if its'cluding all the RBF fields and a 40B signature), while
current time exceeds the rule expiration time. We assum grgg of ourhmore complex_ rule? Cr?UId talé% as much Ias
that all routers and RCEs are synchronized, via NTP[7L €.9.,the secure version of the scrubber example

é’reliminary evaluation: We have implemented a com-

e .

piler that translates rules from the high-level language
sed in the examples of this paper into a compact format

as recommended [10]. We have a working solution thaf" §4) or éven 130B¢.g.,loose source routing with four
does not require any router clock synchronization, bu ops). However, a complete evaluation is a topic for fu-

which we do not detail here. tre work. . . .
We also built a prototype rule forwarding engine

2To certify itsfirst rule, Dsends the first certification request using Click[27]. We have applied RBF on top of
to its RCEC with no return rule, but with a request to certify RouteBricks[18]. Preliminary results show that inter-
a simple ruleR_s allowing traffic only fromCto D. C checks  preting rules does not degrade throughput for packets
R_s to be indeed as such and simply replies on this rule. . larger than 300B compared to running [18] alone, while




< Security >e Flexibility >
Functionality | Receiver Host Network Router | Control over Multiple| Invoke Router| Use Router | Record Router | Mobility | Select Both Source | Keep State at
Reachability | DoS Safety Safety |path (e.g. loose |Paths Extensions State in State (e.g. Dest. (e.g.| & Dest. Routers (e.g.
Architecture Control Protection| (e.g. loops) path, middlebox) (e.g. IDS, Forwarding | network probing, anycast) | Control of | for reliable
multicast) (e.g. DTN) | ECN) Flexibility | multicast)
RBF Yes Yes Yes Yes, secure Yes Yes Yes Yes Yes Yes Yes
Active Networks ~Hard | Yes, not secure Yes Yes Yes Yes
Only ESP Yes Yes

Yes, not secure
Yes, secure

TVA, SIFF
NUTSS
PushBack, AITF, Stoplt

Predicate routing,
Off-by-default

Figure 2: Related work comparison.
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