A Video Image Compression Method based on Visually Salient Features
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ABSTRACT: This study presents a visual attention model
for determining image areas to receive different extents
of video compression in order to minimize perceived
program artefacts whilst maximizing the compression
possible. The model integrates features related to motion
with existing video image compression algorithms. The
proposed visual attention model extracts the color,
intensity, textural, and motion features of a video to
determine the predicted region of interest (ROI). First,
color, intensity, and texture saliency maps are generated
by applying the “center-surround” method and a motion
saliency map is produced using a difference operator.
Then, a multi-channel weighting method is used to
generate a global saliency map and to determine the ROI
according to a winner-takes-all network (WTA). The
proposed video image compression algorithm performs
either low or no compression on the ROI while a high
degree of compression is applied to the other regions.
Tests indicate that the proposed visual attention model is
able swiftly to identify the ROI, allowing the proposed
compression algorithm to exert a high compression
efficiency yet with minimally noticeable visual degradation.
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1. Introduction

Video image compression is important in the fields of
multimedia, digital information management and Internet
communication. From the perspective of information theory,
an image can be considered as a source, which contains
redundant amounts of data [1-3]. The redundancy of
image data represents spatial redundancy as a result of
the correlation between the pixels of adjacent parts of the
image; timing redundancy as a result of the correlations
between frames in the image sequence; and spectrum
redundancy caused by the correlations between different
color planes or frequencies [4—7]. Image compression
aims to reduce the bit requirement by eliminating data
redundancy. However, itis feasible to allow certain regions
of an image to be affected by compression artifacts if this
is conducive to gaining an increase in compression ratio.
For example, as the human eye is often the ultimate
recipient of image information in most applications, it is
possible to optimize the image compression in line with
human visual characteristics, allowing us to discard some
information to which the eye is insensitive. Thus both the
compression ratio and visual quality can be enhanced on
image recovery [8-11]. In short, video image compression
aims to eliminate the data redundancies of sequential
images by reducing the number of bits required to
represent the data and to reconstruct it, while the resulting
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video minimizes storage and transmission issues
compared with the original [12]. Hence, a process which
mimics salient features of the human visual system can
be used effectively to determine the various data
redundancies in sequential images [13].

Users are normally only particularly aware of the part of
the image known as the region of interest (ROI) [14].
Therefore, the ROI compression method focuses on
limiting the compression of this key area, compared with
other parts of the image. However, ROI is very difficult to
determine automatically, especially where the region of
interest is not static. At present, therefore, ROl is typically
processed manually [15-16].

The proposed visual attention mechanism can quickly
locate the salient regions of an image. Thus, our computer
model of visual attention can rapidly identify the ROI of an
image without human intervention [17]. Itti and Koch
proposed a significant spatial visual attention computer
model [18] that extracts the feature vectors and filters the
inputimage through multi-channel and multi-scale filtering.
After feature extraction, the model simulates the receptive
field properties of brain cells using a center-surround
operator to obtain a saliency map. A neural network known
as ‘winner-take-all’ (WTA) is then utilized to determine
the ROI. This model continues to be the basis of the work
of many researchers, but it is limited with respect to
dynamic information as it is only based on spatial
information.

Therefore, this study is the first to propose a visual
attention model that also integrates motion features and
then establishes a video image compression algorithm
based on the aforementioned visual attention model. This
visual attention model can detect the ROI without human
intervention and then the proposed video image
compression algorithm performs either low or no
compression on the ROI, and high compression on the
remaining regions. The proposed algorithm results in a
higher compression ratio than the JPEG algorithm, while
still maintaining importantimage quality and visual effects.

2. Visual Attention Model Combining Motion Features

In this model, the color, intensity, and textural features of
the current frame are extracted. The static saliency maps
(color saliency, intensity saliency, and texture saliency
maps) are generated using a Gaussian pyramid, wavelet
decomposition (Mallat), and center-surround operator.
These multi-scale features are then normalized to generate
the saliency map for each channel. The motion saliency
map is generated by extracting the dynamic differences
between the current and the previous frame using a multi-
scale differential filter. Finally, a global saliency map is
produced using a multi-channel weighting method so that
the ROI can then be determined with the WTA mechanism.
Figure 1 shows our visual attention model that includes
integration of the motion features.
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Figure 1. Visual attention model that includes motion features
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2.1 Generation of the Static Saliency Map

First, we extract the static salient features, namely, the
color, intensity, and textural features, of the input image.
The image features are filtered using a nine-scale Gaussian
pyramid. Scales 0 denotes the original image. The height
and width of each overlying scale are sequentially halved.
The model takes scales { 2, 3, 4} of the Gaussian pyramid
as the central scale c. The surround scale is s=c + ¢,
where e {3, 4}. Corresponding filters are applied to each
scale of the pyramid, and we can generate six different
combinations by subtracting the pixel values between the
center and the surrounding scales: {2-5,2-6,3-6,3-7,
4-7,4-8}.

Assume that r, g, b represents the red, green, and blue
features of the input image, respectively R, G, B and Y
stand for red, green, blue, and yellow, respectively, in terms
of the color features. These features can be calculated
using the following equations:

R=r—(g+b)/2,G=g—-(r+b)/2,R=b—(r+g)/2and Y=
(r+g)/2—|r—g]|/2-b.Ifthe resultis negative, the value
is taken as 0. A Gaussian pyramid is then used in filtering.
The equations for the color features are:

RG(c,9=|R()-G(c)|0|G(9-R(9|
BY(c,9=IB(©)-Y(©)|o|Y(©®-B(| @

where crepresents the center scale; ce{2, 3,4}, namely,
scales 2,3 and 4 from among the 9 scales; s represents
the surround scale; ce {3, 4}, namely, scales 3and 4 out
of the 9 scales; and © represents the point-by-point
subtraction between the two feature maps based on the
Difference of Gaussians (DoG) algorithm:

( X2+y2) ( x2+y2)
- | 20,2
L\ /1. V7 7

2not 2no;

G(xy) =

where 0, < 0,, G(x,Y) is the 2D ON DoG operator; o,> 0, ;
G(xy) isthe 2D OFF DoG operator; o, controls the center
(fovea) of the sensitive area; and o, manages the surround
(i.e. periphery) of the sensitive area.

Twelve feature maps can be obtained for the color channel.
Intensity information | can be derived from the following:
I =(r +g+b)/3. Thus, the intensity features | (c, s) of the
inputimage can be computed using

Ic9=[1(cal(] ©)

Six feature maps can be generated for the intensity
channel.

The extraction of textural features differs from those of
the color and intensity features. The model involves nine-
scale wavelet decomposition using the Mallat wavelet
transform algorithm. The three high-frequency components
of wavelet decomposition comprise the texture pyramid.

Therefore, the textural features T (c, s, 6) can then be
obtained according to multi-scale difference:

T(€s0)=|T(CO)|o|T(s 0] 4

where 6 € {0°, 45°, 90°, 135°} represents four different
orientations.

Twenty-four feature maps can be obtained for the texture
channel.

Then three-channel saliency maps can be generated by
normalization.

- 4 4

C=® @& N(C(c9) 5)
C=2s=3

- 4 4

= @ @ N(l (c,9) (6)
C=2s=3

T-6 éNﬂ@am 7
C=2s=3

where N (.) is a normalized function; “®” represents the
point-by-point addition between two feature maps; and C,
I and T denote the color, intensity, and texture saliency
maps, respectively.

2.2 Generation of the Motion Saliency Map

The motion features between the current and previous
frame images are extracted [19]. The different scales
images are filtered between the sequentially adjacent
frame images. |°denotes the scalec of the image,
where o€ {0,1,2,3,4}. Ifthe currentimage is I (x, y), then
the previousimageis 1, _, (x,y). Eachimage scale can be
generated by difference iteration from the previous image.
Equation (8) is expressed as follows:

I"(xy)——l" H(2x ZY)+§ (X177 (2x+7,2y)
ve {1,-1}

(8)

+ Doty I 1@y
ye {1,-1} ye {1,-1}

where ois the pyramid scale and the value of yis either 1
or-1.

Equation (9) shows the range of xand y, where 0< 2x< wlf’l
and 0<2y< hlffl. Therefore, the width WY and height hy of
| “are the maximum integers and meet the two conditions
given by

We 41

<

W< S ©
he1+1

hgs ——— (10)

The template of filter M is computed using (10):

M=mxm"

where m={m,, m,,.., m__} is an n-dimension vector and
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m=m _ _,meets

n-1
T m=1 ()

k=0
The motion feature map M, (c, s) is written as (12):

M (.9 =]l (12)
where ¢,s€{0, 1, 2, 3,4}. “©" represents the point-by-point
subtraction of the different scales of the sequence of

images.

The motion saliency map M is expressed as (13):

@D~

M =
C

é N(M, (c,9) (13)
0 s=0

where “®” represents the point-by-point addition between
two feature images. Finally, the static and the motion
saliency maps are merged into the global saliency map.
Equation (14) is written as follows:

S=oaC+Bl+yT+M (14)

where ¢, B, ¥y and 2 are the weight coefficients that meet
o+ f+y+ A=1

3. Video Image Compression Algorithm Based on
Visually Salient Features

The ROI of a given video image can be obtained, based
on the proposed visual attention model incorporating
motion features. In general, the ROI of the image should
have only a low compression ratio or not be compressed
at all while the background region of the image will be
subjected to the highest compression ratio [20]. Thus,
the ROI influences the extent of image compression [21],
and so the method used to determine the ROl is critical.
In the proposed model, the ROI can be located from the
global saliency map. The focus of attention is the ROI
position that displays maximum saliency [22].

Image compression is conducted in blocks; so, the salient
value of each image block is calculated using a process
known as block saliency. First, the normalized saliency
map is interpolated to make it the same size as the
reconstructed image. Assume that the saliency map is
divided into several similarly-sized blocks, B, stands for
the current block i. Now, the block saliency value of B,
can be defined as (15):

=X Si I'N (15)
j€ B
where ¢ is the block saliency value of B.. N denotes the

total number of pixels in the block and SJ represents the
saliency at position j of the saliency map.

Once the saliency map has been normalized, the gray
values of all its pixels fall within the range of 0— 255 (0< ¢
<255).

The video image compression algorithm is then applied
as follows:

(1) Sis calculated given the motion features based on our
proposed visual attention model with integrated motion
features. Sis the global saliency map of the currentimage
in the input video;

(2) ¢ is computed. ¢ is the salient value of each image
block B;

(3) The image block that contains the ROI of the global
saliency map Sis determined. The ROI is presumably
located in block i, that is, B. If the block’s saliency value
@meets:

9/X S(xY)=A, (5)is applied,
)

where 2.S (X, y)is the sum of the salient values of the
saliency map and A is the given threshold.

(4) The ROI is transferred using the inhibition of return
and the WTA mechanism. The ROI is then detected for

the next block B,. If this block saliency ¢ meets:

0/Y S (xy)=4, (5) is utilized; otherwise, (4) is applied.
*y)

(5) The search for the ROl is concluded;

(6) The JPEG2000 algorithm is used to encode the ROI
at either no compression or at only low compression ratio,
and to compress the area surrounding the ROI with a
high compression ratio. The areas with low image saliency
can be compressed at higher compression ratios
depending on their different saliencies.

4. Experimental results

The proposed algorithm was simulated using MATLAB to
verify its accuracy and validity. Ten groups of video image
sequences (30 images per group) were selected for the
experiment. All test video image sequences were obtained
from website http://media.xiph.org/video/derf/. Three
groups of bitmap image sequences were selected at
random and all achieved satisfactory results. Figures. 2
and 3 and Tables 1 and 2 depict the experimental results.

Figure 2 shows the multi-channel saliency map based on
our proposed visual attention model incorporating motion
features. Each channel’s saliency map was obtained and
the four features weighted and normalized, allowing the
ROI of the original image to be determined. Figure 2(a)
illustrates the original experimental image, along with the
three selected groups of image sequences. Figures 2 (b)—
2 (e) display the color, intensity, texture, and motion
saliency maps respectively. The static features of the
scene are effectively suppressed, as shown in Figure 2
(e). The part of the image that displays motion features is
effectively highlighted to make the moving target that
exhibits these features stand out.
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Figure 2. Partial results of the multi-channel saliency map

(&) Original image

(k) Position of ROl

u:j Compressed image

Figure 3. Component results of video image compression

Table 1 presents some of the experimental results from
the averaged multi-channel weighting. According to the
literature [23], each ROl has greater saliency in its central
region. Once the features of each image have been
extracted, the saliency map of eye movement can be
generated. The similarity between the ROI of eye
movement and the ROI calculated by the proposed
algorithm can be obtained. This simulation thus aims to
evaluate the accuracy and validity of the proposed
algorithm. The four feature maps (color map, intensity
map, textural map, and motion map) are assigned different
weights whose sum is 1. The saliency maps of these four
features are then superimposed to generate the global
saliency map S The global saliency map is normalized

from 0 to 255. The ROl is then extracted. In addition, the
four weightings of the three groups of image sequences
(30 images per group) is used to denote the average
weighting of each group of images. Table 1 indicates the
average weighting of each channel and shows that this
corresponds to the greatest similarity between the ROI
of eye movement and the ROI obtained using the proposed
algorithm.

Table 1 also demonstrates the differing influence of original
features on the ROI as well as showing that, although the
same original features can influence different kinds of
image, their degrees of influence can vary. Figures that
display clear motion features have the maximum weighting
in the three groups of image sequences. In the third group
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Video category | Color weighting | Intensity weighting | Texture weighting| Motion weighting

Foreman 0.20 0.13 0.09 0.58

Laboratory 0.11 0.21 0.03 0.65

Football 0 0 0 1.0

Table 1. Averages of the multi-channel weightings

Result Test video
Algorithm Foreman Laboratory Football
Imagesize 192 x 144 bitmap82944 bytes | 192 x 144 bitmap82944 bytes | 192 x 144 bitmap82944 bytes
JPEG algorithm 0.739 bpp7657 bytes 0.824 bpp8544 bytes 0.944 bpp9792 bytes
Proposed algorithm 0.581 bpp6024 bytes 0.635 bpp6578 bytes 0.719 bpp7456 bytes

Table 2. Comparison of the proposed algorithm and the JPEG algorithm

of image sequences, the three football players are running,
and so their motion features are very obvious. Thus, the
weighting of this motion feature channel is 1, whereas the
weights of the other three feature channels are 0. Thus,
here, the ROI of the image can be described by the motion
feature channel alone, and hence, the proposed algorithm
reduces the amount of calculation required.

Figure 3 shows the partial results of video image
compression. Figure 3 (a) depicts the original experimental
image, along with the three groups of selected video image
sequences. Figure 3 (b) indicates the ROI image, with
the position of the ROI being marked with a red circle and
where the numerical values indicate the saliency of the
ROls, and accordingly, where different compression ratios
should be used. In general, a low compression ratio, or
no compression at all, should be applied to the ROI. The
region of lower-interest (ROLI, which surrounds the ROI)
exhibits the highest compression ratio; in the experiment,
while the proposed video image compression algorithm
performs no compression on the ROI, the other regions
used a compression ratio of 15:1. Figure 3 (c) presents
the results of this image compression.

Table 2 compares the two algorithms. The compression
rate of the proposed algorithm is higher than that of the
JPEG algorithm. Furthermore, the bits per pixel (bpp) and
bytes of the compressed image are better in the proposed
algorithm than in the JPEG algorithm. Using the proposed
algorithm, the ROI also displays high fidelity, whereas
the background has low fidelity. The peak signal-to-noise
ratio (PSNR) of the compressed video is higher when
obtained with the proposed algorithm than that calculated
using the JPEG algorithm. The proposed algorithm
presents a compromise with respect to ROLI because of
its high compression rates; nonetheless, the visual effect
of the image is improved as a whole, relative to that
processed with the JPEG algorithm.

5. Conclusion

In this study, we have proposed a visual attention model
saliency-based visual attention for rapid scene analysis.

that combines motion features along with a video image
compression algorithm. The proposed video image
compression algorithm is advantageous with respect to
the video’s motion features. The proposed visual attention
model can swiftly determine the ROI, and the proposed
video image compression algorithm has a high
compression efficiency while still optimizing the important
visual effects. Future research should determine the
optimum relationship between video quality and the
strength of compression to be used in order to improve
the final PSNR of the compressed video.
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