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A program is descr ibed tha t accepts na tu ra l 
language input and makes inferences from it and paraphrases 
of i t . The Conceptual Dependency framework is the bas is of 
t h i s system. 

1 . I n t r o d u c t i o n 

A program is now running at the Stanford A r t i f i c i a l 
I n t e l I i gence P r o j e c t tha t analyzes na tu ra l language 
sentences i n t o an under ly ing language-free conceptual 
r e p r e s e n t a t i o n ; s to res t h i s represen ta t ion i n 
memory,estab l iahes re ferences and makes inferences] encodes 
the conceptua l r ep resen ta t i on in to an Engl ish s y n t a c t i c 
r e p r e s e n t a t i o n ; and then encodes the s y n t a c t i c 
r e p r e s e n t a t i o n i n t o an Engl ish s t r i n g . The program has two 
modes: PARAPHRASE and INFERENCE. In PARAPHRASE mode up to 
150 semant ic paraphrases can be generated from an input 
sentence by read ing the conceptual rep resen ta t i on 
u n d e r l y i n g t ha t sentence using d i f f e r e n t words and concept 
comb ina t ione . 1n INFERENCE mode, most of the poss ib le 
i n f e r e n c e s t ha t can be made from an input sentence are 
produced as ou tpu t . 
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Conceptual Dependency uses only four teen poss ib le 
A c t i o n s , these Ac t i ons are p r i m i t i v e b u i l d i n g b locks from 
wh ich verbs d e s c r i b i n g complex chains of these Ac t ions can 
be b u i l t . These Ac t ions ares 

PROPEL GRASP 
HOVE INGEST 
EXPEL SMELL 
SPEAK LISTEN-TO 
LOOK-AT MTRANS 
ATRANS PTRANS 
CONC MBUILD 

These A c t i o n s are descr ibed in d e t a i l elsewhere [ 7 ] . The 
most impor tan t are MTRANS ( t r ans fe r of mental i n f o r m a t i o n ) ! 
PTRANS (change of I ocat ion) t and ATRANS t t r ans fe r of 
p o s s e s s i o n ) . 

Uhat is important about the system descr ibed here 
i t t h a t f o r the examples i t does, i t f unc t ions the way we 
wou ld c l a i m an ideal language understanding system must. 
Namely, the a n a l y s i s of the input is done to a deep 
concep tua l l e ve l us ing conceptual i n fo rmat ion ra the r then 
by do ing a s y n t a c t i c ana lys is f i r s t . Then i t is operated 
upon u s i n g the language-free nature of t h i s depth, and then 
repacked i n t o E n g l i s h . 

5. The Analuzer 

The na tu ra l language analyzer at tempts to e x t r a c t 
the conceptua I dependency represen ta t ion under I y i ng a 
sen tence . There are several th ings that d i s t i n g u i s h the 
approach to pa rs ing descr ibed here from o the rs . The 
f i r s t mat ter is the use of a predetermined 
r e p r e s e n t a t i o n of the meaning of sentences, i . e . 
concep tua l dependency. The determinat ion of the 
s y n t a c t i c s t r u c t u r e of a sentence is an instrument in 
the p r ima ry task of f i g u r i n g out what that sentence 
means. In f a c t syntax has been denigrated to the s ta tus 
of something to use when a l l e lse f a i l s . 

Our analyzer a lso d i f f e r s from t r a d i t i o n a l parsers 
in hav ing been w r i t t e n with an emphasis on uhat 
i n d i v i d u a l words can and do communicate, not on uhat 
p o s s i b l e s y n t a c t i c s t r u c t u r e s there are and what they mean. 
Thus the analyzer does not look fo r the presence or 
absence of a p a r t i c u l a r s t r uc tu re by template matching nor 
by f e a t u r e r e c o g n i t i o n . Rather those words that 
might appear as fea tu res fo r the s t r u c t u r e have at tached 
to them programs that perform the task which would 
be cons idered as the meaning Df the s t r u c t u r e . For 
example, the analyzer does not look for an ac t i ve or a 
pass i ve c o n s t r u c t i o n . Attached to the var ious forms 
of the verb "be" is an i n s t r u c t i o n that says that the 
f o l l o w i n g words w i l l be t e l l i n g some fact about the 
s u b j e c t and f u r t h e r i f the verb form f o l l o w i n g is a 
pas t p a r t i c i p l e ( i . e . a verb form w i t h i n d i c a t i o n s 
of tense) then something is being t o l d about what 
happened to the sub jec t . I m p l i c i t then in the i n s t r u c t i o n s 
a t t a c h e d to "be" i s the ac t i ve /pass ive d i s t i n c t i o n 
bu t i t not looked fo r in those terms but ra ther is pa r t o f 
a genera l semantic func t i on of "be" j u s t l i k e "John is 
d e a d . " 

The f o l l o w i n g d e s c r i p t i o n of the ana lys is of a 
sentence may he lp to c l a r i f y the processes invo lved. The 
sentence is "John t o l d nary that B i l l wants a book." The 
f i r s t word of the sentence, "John" t e l l s the analyzer 
n o t h i n g about what is going to happen. but on ly g ives 
a s u b j e c t f o r some verb or p red i ca t i on to f o l l ow . Subject 
is a s y n t a c t i c r e l a t i o n s h i p that has semantic Importance 
o n l y in t ha t i t i s a p lace to save something w h i l e 
the c o n c e p t u a l i z a t i o n i nvo l v i ng that something is yet 
unknown. There are other p lace-ho lders aval l a b i a , 
l i k e o b j e c t and r e c i p i e n t which are usefu l to d i s t i n g u i s h 
words from each o ther wi thout making a commitment about 
any p a r t i c u l a r conceptual r o l e they w i l l p lay . Thus in 

"John gave Mary a b e a t i n g , " the word "g i ve " assigns a 
s y n t a c t i c r o l e o f r e c i p i e n t to "Mary" but even tua l l y 
the conceptua l r o l e fo r "Mary" w i l l be as the conceptual 
o b j e c t of " b e a t " . Syn tac t i c r o l e s thus serve a pu re l y 
u t i l i t a r i a n f u n c t i o n , h i g h l y s p e c i f i c to the needs o f 
the verb i n v o l v e d . No semantic r e a l i t y is at tached to 

them and thus one verb 's USE of what the ana lyz ing program 
l a b e l s an ob j ec t w i l l have no necessary r e l a t i o n s h i p to 
uhat some o ther verb does w i t h uhat i t c a l l s an o b j e c t . 
A ve rb needs on ly enough places to save those th ings 
f o r which i t hasn ' t determined conceptual r o l e s . 

Re tu rn ing to the sample sentence, f o l l o w i n g 
"John" we have the verb " t o l d " . Now t h i s word t e l l s us 
many t h i n g s . I t t e l l s us that there is a communicative 
a c t i nvo Ived (which is ca I led MTRANS in conceptuaI 
dependency) . By i t s morphology i t t e l l s us the act took 
p l ace be fo re the t ime of speaking. I t t e l l us that the 
s u b j e c t of the verb is the actor of the ac t i on and a l so 
t h a t the i n fo rma t i on was o r i g i n a l l y in the ac t i ve pa r t o f 
h i s mind, c a l l e d the Conscious Processor (CP). I t t e l l s us 
t h a t i f s human fo l l ows then that person 's CP is 
the conceptual r e c i p i e n t o f the communication. I t 
t e l l s us tha t there w i l l be a another 
c o n c e p t u a l i z a t i o n , I ike " B i l l wants a book," or at 
l e a s t a word s i g n i f y i n g a set of concep tua l i za t ions , l i k s a 
" l i e " o r a " s t o r y " , which w i l l fo l low soon. 

The next word , "Mary" , s a t i s f i e s the 
e x p e c t a t i o n of a r e c i p i e n t fo r the a c t i o n . L i ke "John" 
the major a c t i o n on the par t of "Mary" is to say i t is 
a human. Out of context it doesn' t add any new 
e x p e c t a t i o n s to the handl ing of the sentence. 

The next word, " t h a t " , is one that does have 
f u n c t i o n a l e f f e c t on the ana lys is o f the sentence. I t 
says t ha t i f i t is fo l lowed by a simple noun i t is 
b e i n g used to say that the object f o l l o w i n g , e .g . " t h a t 
j o k e " , is one the hearer should know about, e i t h e r from 
pas t knowledge or from in format ion that is about to come. 
I f " t h a t " i s fo l l owed by anything e lse i t says 
t h a t the c o n c e p t u a l i z a t i o n expected by the previous verb 
is be ing s t a r t e d and the analyzer should be prepared f o r 
a new set of s y n t a c t i c and conceptual r o l e s and r o l e 
f i I l e r s . 

The next w o r d , " B i l l " , is not a simple noun and so 
the a n a l y z e r , obeying uhat " t h a t " t o l d i t , assumes that 
" B i l l " is a new sub jec t , j us t l i ke "John" was. Other than 
t h a t and i n fo rma t ion about the s t a r t ing po in t fo r 
tense d e t e r m i n a t i o n the analyzer knows no th ing , out of 
c o n t e x t . 

The next word, "wants", says q u i t e a b i t . As 
shou ld be obvious the verbs and acts and func t i on words 
. l i k e " t h a t " and p repos i t i ons .are the d r i v i n g fo re 
beh ind the ana lyzer . They s e t u p cond i t ions that t e l l 
where what has come and uhat is p red ic ted to cone should 
f i t and the nouns and ad jec t i ves and previous context 
se rve as the data base fo r these i n s t r u c t i o n s to operate 
upon. "Wants" g i ves us the conceptual in fo rmat ion that 
the t o p i c o f the sentence is something that " B i l l " 
b e l i e v e s w i l l cause him p leasure. In Conceptual Dependency 
a p e r s o n ' s b e l i e f of some concep tua l i za t ion is rspresented 
as the presence of that concep tua l i za t ion in the passive 
p a r t of h i s mind, c a l l e d the Long Term Memory (LTfl). 
" IJante" t e l l s us that i f a verb form " t o X" f o l l ows then 
t ha t is the a c t i o n Bi11 would I i ke and f u r t he r e i t h e r he is 
the ac to r o r , i f the " t o " was preceded by another 
pe rson , then tha t person is the ac tor of the a c t i o n 
s p e c i f i e d by the verb . I f the only th ing tha t f o l l ows 
"wan ts " is a noun phrase then the a c t i o n that would 
g i v e B i l l p leasure must be assumed from the nature of the 
o b j e c t and the con tex t . There ars othsr op t i ons 
f o l l o w i n g "wants" of course but the above Includes the 
r e l e v a n t one. 

The next word is "a " which causes a s y n t a c t i c 
h o l d i n g to occur in the ana l ys i s . That is "a " t e l l s the 
a n a l y z e r to c o l l e c t from the sentence f i r s t a complete 
p h r a s e , ending w i t h a noun, a t tach the preceding 
ad j ectivs and nouns to th i s f i na I noun w 1 th the 
a p p r o p r i a t e conceptual r e l a t i o n s h i p s and then pass t h i s 
r e s u l t back to the l i s t of expectat ions set up by the 
p r e v i o u s f u n c t i o n words Df the sentsnce. The f i n d i n g of a 
phrase boundary is not independent of the context of the 
sen tence , nor is it a c lea r cut process, as can be seen 
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from the two sentences, "The c i t y people l i ke is New York" 
and "The c i t y people l i k e New York." But then very 
l . i t t l e in the comprehension of sentences )e c lear cu t . 

The next uiord, "book", is absorbed i n to the 
phrase be ing b u i l t , but we don ' t know yet if the phrase 
is ended or i f "end" or "marker" or something w i l l f o l l o w . 

The next t h i n g to come is the end of the sentence. 
This has a major effect on many analyses. The various 
f u n c t i o n words have p rov is ions fo r what k ind of 
assumpt ions to make if the sentence ends before they get 
a l l the i n fo rma t ion they need. The f i r s t use of the 

sentence end is by the i ns t r uc t i ons attached to " a " . 
The a r t i c l e recognizes that the end of a sentence ends a 
phrase and so the concept of a "book", noted as 
be ing i n d e f i n i t e l y re ferenced, is passed back to the 
i n s t r u c t i o n s at tached to "wants". These 
i n s t r u c t ions , seeing that the sentence is f in i shed and 
see ing tha t no a c t i o n has yet been spec i f i ed i nvo lv ing the 
book , make an assumption that B i l l wants to have the 
book. Th is is a general assumption made w i t h a l l inanimate 
p h y s i c a l o b j e c t s . Another assumption that might have 
been made if the ob jec t were a person is that B i l l wanted 
t h a t pernon to come to him. Uhen "wants" has taken 
ca re of a l l the business that i t needs to , the 
s t r u c t u r e of B i l l wanting a book is passed back to the 
i n s t r u c t i o n s at tached to " t o l d " . Since everyth ing that 
" t o l d " has sa id was c r u c i a l has been done the ana lys is 
of the sentence is f i n i s h e d . The f i n a l r e s u l t f o l l o w s , 
f i r s t as the analyzer outputs i t and then as one normal ly 
f i n d s i t represented in a r t i c l e s on conceptual dependency. 

was invo lved makes the analyzer look for another 
c o n c e p t u a l i z a t i o n , not the p a r t i c u l a r syntax o f " t e l l " . 

This approach has not solved immediately any of 
the c lassic problems of ambiguity and contextual relevance, 
Uhat it does do is prov ide a format where the 
s o l u t i o n s to such problems can be formulated in terms 
t h a t match commonsense desc r i p t i ons of how people f i g u r e 
out meanings. 

The sentence whose analysis was followed above w i l l 
be d iscussed f u r t h e r w i th respect to reasonable in ferences 
t ha t can be made upon i t . The sect ion on generat ion usee 
d i f f e r e n t examples which g ive a be t te r i n d i c a t i o n of the 
paraphrase c a p a b i l i t y of the generator. These other 
examples can a l so be success fu l l y analyzed by the program 
and the analyses d i f f e r in no fundamental way from what has 
j u s t been descr ibed . An example is "John advised Mary to 
d r i n k the w ine . " "John" , "Nary", and "wine" are l i k e the 
nouns in "John t o l d Mary that B i l l wants a book." 
"Adv i sed " is the communicative act HTRANS as is " t o l d " , 
wi th the added expec ta t ion that the word " t o " wil l 
p robab ly in t roduce an ac t i on for the r e c i p i e n t to per form, 
and f u r t h e r i f the r e c i p i e n t performs t h i s a c t i o n the 
r e c i p i e n t w i l l be be t te r for i t . Hence the ana l yze r ' s 
ou tpu t fo r "John advised Mary to d r ink the wine" is ; 



#JOHN in MEMORY, t h i s #JOHN ie used In the i n te rna l form. 
Uhen no #JOHN s a t i s f i e s the d e s c r i p t i v e set, or when 
severe I do, a (poss ib Iy temporary) token i• c rea ted , 
s t o r i n g the f a c t s in the d e s c r i p t i v e set as i t s occurence 
s e t , and n o t i n g t h i s event on the H a t IUNKNOUNREF. 

(3) to ex t r ac t subpropos i t ions from the 
c o n c e p t u a l i z a t i o n a t po in t s before and du r ing in fe rene ing* 
Those e x t r a c t e d before usua l l y cone from REL l i n k («-», as 
in " t h e r e d dog" , (DOG «-» (ACTOR (DOG) <■> (COLOR VAL 
(RED)))) ) embeddings, and, together ui th the main 
p r o p o e i t i o n , comprise the i n i t i a l l i s t o f p ropos i t i ons 
s u b m i t t e d t o the b r e a d t h - f I r t t i n f e r e n c e s 

(4) to generate inferences of f i v e basic types from 
each s u b p r o p o s i t i o n . These f i v e types are ("X -* Y" means "Y 
i e i n f e r r e d from X " h 

(a) NORMATIVE. Uhat is the normal s t a t s of a f f a i r s in the 
wo r l d? EXAMPLE! "Mhere is John at 9AM Tuesday?" 
"P robab ly a t work . " 

(b) PERIPHERAL. Uhat "surrounds" a s l t u a t i o n t uhat do 
peop le a u t o m a t i c a l l y assume uhen hear ing something? 
EXAMPLE! "John t o l d Mary tha t B i l l saw R i t a . " - "John 
knows t ha t B i l I saw R i t a . " 

(c ) CAUSATIVE. Uhat uere probable causes of some s t a t e or 
act ion. EXAMPlEt "John h i t Mary." * "John ua« *ad at 
Mary." 

(dt RESOLUTIVE. Uhat are the probable r e s u l t s of some 
s t a t e o r a c t i o n ? EXAMPLE: "John b i t B i l l " - . " B i l l i s 
h u r t . " 

(a) PREDICTIVE. Uhat might an ac tor do, g iven h i s cu r ren t 
s t a t e ? EXAMPLE: "John wants an icecream cone." -» "John 
might go to the s t o r e . " 

A ve ry impor tant goal fo r making inferences ie to analyze 
an i npu t on bo th the ACTUAL level (uhat the conceptual 
dependency diagram conveys l i t e r a l l y ) and the level of 
INTENTION of the ac to rs (why d i d they do what they d i d . ) 
For a l l i n f e rences , p a r t i c u l a r a t t e n t i o n i s accorded t o 
m a i n t a i n i n g a reco rd of uhat generated what. This means 
t h a t f o r any p r o p o s i t i o n in MEMORY, there is a l i s t of 
o t he r p r o p o s i t i o n s which p a r t i c i p a t e d i n i t s genera t ion , 
and a l i s t of p ropos i t i ons in whose generat ion I t has 
p a r t i c i p a t e d . A lso , for RESULTATIVE and CAUSATIVE 
I n f e r e n c e s , in a d d i t i o n to the new in fe rence, a (CAUSE X Y) 
r e l a t i o n s h i p is generated between the o l d and new 
i n f o r m a t i o n . 

(S) to make use of RESULTATIVE and CAUSATIVE 
i n f e r e n c e s to f i l l i n missing causal chains. For example, 
t h e a n a l y s i s o f "Mary k issed B i l l because he h i t John . " 
wou Id reeu11 in a causa I wh i eh s tood fo r severe I 
i n t e r v e n i n g u n s p e c i f i e d causa 1st (a) B i l l ' * h i t t i n g John 
caused John to be h u r t , (b) John's being hu r t pleased Mary 
(a p e r i p h e r a l in fe rence is tha t Mary f e e l s a negat ive 
emot ion toward B i l l ) , (c) Mary's pleasure was caused by 
J o h n ' s a c t i o n , (d) Mary the re fo re f e e l s a p o s i t i v e emotion 
toward John, Ie) t h i s causes her to k i s s John. This is a 
v e r y common and important MEMORY f u n c t i o n , and is c a l l e d 
CAUSAL CHAIN EXPANSION. 

(5) to de tec t when the same i n f e r r e d in fo rmat ion 
a s t s e e from two d i s t i n c t sources ( f o r example, uhen a 
PREDICTIVE in fe rence mads from one l i n e of a e to ry is 
c o n f i r m e d by some l a t e r s to r y I i n s ) . This is ca l led 
KNITTING (see M), end genera l l y i nd ica tes that MEMORY 
h a s , by i n f e r e n c e * , been able to show how in fo rmat ion in a 
s t o r y Ie connected. A vary simple example of t h i s ie the 
f o l l o u l n g t 

"Mary wae h i t by a c a r . " 
"Sha want to the h o s p i t a l . " 

o r 
"John wanted a wrench." 
"Ha went to the hardware s t o r e . " 

uhe re , i n f e r r i n g tha t Mary was badly h u r t , MEMORY p r e d i c t s 
t h a t she w i l l go to the h o s p i t a l . ' a n d t h i s i s immediately 
c o n f i r m e d by the next l i n e (not ice tha t t h i s p r e d i c t i o n 
would h e l p understand "The nurses usre very k i n d . " i f t h i s 
sentence were the second l i n e of t h i s s t o r y ) . 

(7) to de tec t and t r y to f i l l in missing or 
u n s p e c i f i e d concepts (tokens) or events dur ing In fe ranc ing . 
Th i s i ncIudes suppIy i ng i nformat i on to the ana Iyzer i n 
cases such as "John h i t Mary", where, in the abaence of 
o t he r i n f o r m a t i o n , the ob jec t of the PROPEL ACT involved in 
the h i t ie i n f e r r e d (by a NORMATIVE inference) to be (HAND 
PART (JOHN)). In the sequence "John picked up a r o c k . " "He 
h i t M a r y . " , MEMORY would apply the knowledge that people 
h i t o the r people w i t h whatever they are c u r r e n t l y h o l d i n g , 
and would in t h i s case r e t u r n (ROCK *-• (ACTOR (ROCK) <«> 
(*L0C* VAL (HAND PART (JOHN))))) , In the example which w i l l 
be desc r i bed s h o r t l y . MEMORY w i l l detect a miss ing concept 
d u r i n g i n f e r e n c i n g , and w i l l dsk a qusst ion about i t . 

MEMORY r e l i e s on two main data types for the storage 
of conceptua l i n fo rmat ion and concepts and t h e i r tokens: 
CONCEPTS and BOWS- A bond i s a " 8 t of concepts which is 
s t o r e d w i t h p rope r t y BONDVALUE under a system-generated 
atom, c a l l e d a SUPERATQM. A concept, or a token of a 
concept is s imp ly a LISP-generatsd atom. If i t has a name, 
the name ie s to red in the same way a l l other conceptual 
i n f o r m a t i o n about the concept is s to red . Both bonds and 
concepts have an OCCURENCE SET, whose value is a l i s t of 
euperatoms under which are stored bonds in which X occurs. 
MEMORY is t h e r e f o r e a f u l l y inver ted s t r u c t u r e . 
C o n c e p t u a l l y , the occurence set of a bond or concept is a 
c a t a l o g of a l l conceptual knowledge about that bond or 
concep t . Th is form of data base f a c i l i t a t e s rap id lookup 
and s i m p l i f i e s s imu la t i on o f p a r a l l e l assoc ia t i ve searches. 

In a d d i t i o n to i t s occurence se t , each bond, X, has 
a s s o c i a t e d w i t h i t two very important p r o p e r t i e e : i t s 
REASON SET and OFFSPRING SET. The reason set is the l i s t of 
o t h e r propos i t i o n s in MEMORY which con t r i bu ted to the 
g e n e r a t i o n of X, and the o f f s p r i n g set is a l i s t of 
p r o p o s i t i o n s in whose generat ion X has p a r t i c i p a t e d . Thus 
MEMORY is preserves l i nes of reasoning as wel l as the f a c t s 
l y i n g a long those l i n e s . Other p rope r t i es of bonds and 
concepts a re : TRUTH ( i s t h i s fac t c u r r e n t l y be l ieved or 
n o t ) , RECENCY (when was t h i s bond or concept l as t 
accessed) , and STRENGTH ( i f be l ieved , w i t h uhat s t r e n g t h ) . 
S t r e n g t h s are propagated and can be dynamical ly updated 
when the s t r e n g t h of p ropos i t i ons on some bond's reason set 
changes. 

The f low of i n fo rmat ion in MEMORY in response to 
concep tua l input ie as f o l l o w s . The graph is t ransformed 
s y n t a c t i c a l l y i n t o i n t e rna l pos i t i ona l n o t a t i o n . Dur ing 
t h i s p rocess , subpropos i t ions communicated by REL (*■■*) 
l i n k s and ma in -concep tua l i za t i on mod i f i e rs ( l i k e t i n e and 
l o c a t i o n ) are noted as po ten t i a l subpropos i t ions . Also 
d u r i n g t h i s phase, d i r e c t references to p red ica tes and 
concepts are immediately l inked in to the co r rec t occurence 
s e t s . Th is inc ludes the c rea t i on of new t ime tokens. 
Nex t , as many re fe rences to tokens are es tab l i shed from 
d e s c r i p t i v e eets as are poss ib le . Po ten t i a l REL 
subpropos i t i o n s used in t h i s step are processed no f u r t h e r . 
P o s s i b l y temporary tokens are created fo r a i l u n i d e n t i f i e d 
r e f e r e n t s (us ing the a v a i l a b l e d e s c r i p t i v e s e t s ) , and bonde 
a re c r e a t e d f o r the s t r u c t u r e ' s p ropos i t i ons and s t o r e d . 
At t h i s p o i n t , there is the main concep tua l I za t i on , a l i s t 
o f subproposi t i o n s , and a l i s t o f u n i d e n t i f i e d re fe rences . 

The main concep tua l i za t i on and subpropos i t ions are 
eubm i t t ed in p a r a l l e l to the inference mechanism. Thie Is a 
s i m p l e b r e a d t h - f i r s t monitor which looks at the p red i ca te 
o f the p r o p o s i t i o n f o r which inferences are des i red , and 
l o c a t e s the lNFE,R£NCJi MOLECULE for that p red i ca te . No 
p a t t e r n matching is done in the Moni tor , on ly in in ference 
mo I ecu I es . The mon i to r a I so co 11 ec ts as much TIME 
i n f o r m a t i o n a* can be found about the bond i n to a condensed 
form and makes i t a v a i l a b l e to the in ference molecule. A l l 
i n f e r e n c e molecules are time and context s e n s i t i v e . The 
mo lecu les are h i g h l y s t r uc tu red LISP PROGs which the 
moni t o r execu tes . 

e 
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The resu l t ing set of inferences generated (their content) 
i s ; 

(P: p e r i p h e r a l , R: r e s u l t a t i v e , C: causat ive, 
PR: p r e d i c t i v e , N: normat ive, MIOs missing informal ion 
question) 

(P) John be l i eves that B i l l wants a Dook. 
(People gene ra l l y be l ieve what they communicate to 
o t h e r s . ) 

(R) Mary, now Knows that Bill wants a book.. 
(People normal ly be l ieve fac tua l in format ion they 
are t o l d . ) 

(P) B i I I wants a book. 
(MEMORY be l ieves what it hears too.) 

(P,R) Bill wants to come to possess a Book. 
(People want ac t ions because of the p red i c tab le 
r e s u l t s of those ac t i ons . One c e r t a i n r e s u l t of an 
ATRANS is that the recipient acquires possession of 
the o b j e c t . ) 

(P.R) B i l l p o s s i b l y wants someone else to cease to have 
a book, 

(Another r e s u l t of the ATRANS is tha t the donor 
ceases to have the ob jec t , This has a much lower 
s t r e n g t h than the previous one.) 

(N) B i l l wants to read a book. 
(People usua l l y want to have objects to use them in 
t h e i r normal f u n c t i o n . ) 

(P;R) B i l l wants to know the concepts contained in a book. 
(This would be a r e s u l t of reading a book.) 

(MIQ) A book about what? 
(The concepts p red i c ted by the last inference are 
no t known. Other usefu l inferences could be 
generated if MEMORY knew what the book is about . ) 

(PR) B i l l might get h imsel f a book. 
(Knowing someone's s t a t e , he may be p red ic ted to do 
c e r t a i n t h i n g s . ) 

(PR) John might g ive B i l l a book. 
(Knowing someone's wants, another person might 
at tempt to s a t i s f y them.) 

(PR) Mary might g ive B i l l a book. 
( e t c . ) 

(C) John may want Mary to g ive B i l l a book. 
(A pe rson 's mo t i va t i on for communicating a want 
might be to have that want s a t i s f i e d . ) 

Memory passes each of these in tu rn to the conceptual 
gene ra to r . 

The r e e u l t of execut ing an inference molecule is a 
l i s t of in fe rences (which are po in te rs to newly created 
bonds in MEMORY), organized by inference TYPE and a simple 
INTEREST measure. Inferences are reordered, cut o f f below 
c e r t a i n i n t e r e s t and s t reng th leve ls , and stored on the 
master l i s t . A f t e r in fe renc ing has ceased, the monitor 
rescans the master . l i s t to detect ac t ions , asser ts the 
v o l i t i o n of ac to rs by assuming the actor WANTED the r e s u l t s 
of h i e a c t i o n , and submits these new WANT p ropos i t i ons to 
the i n f e r e n c e r aga in . 

As each ' inference is generated, an "eva lua t i on 
f u n c t i o n " is app l i ed to i t to detect one of three 
s i t u a t i o n s ; c o n f i r m a t i o n , c o n t r a d i c t i o n o r augmentat ion. 
These are the hear t of the causal chain expansion and 
k n i t t i n g mechanisms descr ibed above, but are beyond the 
scope of t h i s paper (see 14), Also dur ing the i n f e renc ing , 
the l i s t of " un i den t ) f l ed concepts mag be augmented by some 
new in fe rence r e q u i r i n g knowledge which MEMORY cannot guess 

( t he example w i l l enow such a case). These go on 
'UNK'NOUNREF. There is a s im i l a r l i s t , ca l l ed "UNKNOUNCON 
on which miss ing ac t ions or s ta tes (which MEMORY cannot 
p r e d i c t ) are noted. 

A f t e r a l l i n fe renc ing ceases, the referencer is re-
e n t e r e d in the hope that the inferencer has generated new 
i n f o r m a t i o n about u n i d e n t i f i e d references at the beginn ing. 
If any more can be solved at t h i s t ime, the in ference 
mechanism is re-app 1 i ed, not d u p l i c a t i n g previoue work 
s i nce in fe rence molecules remember which inferences were 
success fu l on the f i r s t pass. This second pass is done in 
case the now-accessibI e occurence sets of the newl y 
i d e n t i f i e d concepts w i l l open new inference paths. 

A f t e r these processes, p o t e n t i a l responses come from 
the f o l l o w i n g sources: i n t e r e s t i n g inferences, IUNKNQWNREF 
and IUNKNOUTC0N. At present there are no h e u r i s t i c s for 
d e c i d i n g what to say, so MEMORY merely dumps every th ing on 
the genera tor fo r express ion. For each concep tua l i za t ion to 
be expressed, t h i s invo lves conversion from in te rna l to 
e x t e r n a l fo rmat . Par t o f t h i s i s j us t s y n t a c t i c , but pa r t 
is d e c i d i n g what i n fo rmat ion to include about each bond and 
concept s ince there are genera l l y many members of each 
c o n c e p t ' s and each bond's occurence set. This is a 
t h e o r e t i c a l issue which has not been addressed by t h i s 
r e s e a r c h . Hence, MEMORY uses some f a i r l y simple h e u r i s t i c s 
f o r d e c i d i n g what to include in the expression of each bond 
and concept . Examples of what to include are: fo r a l l 
concep ts , a NAME if poss ib le ; for bodyparts, who is it pa r t 
o f j f o r a s t a t e , i t s begin and end times (or j us t a t ime ) ; 
f o r an a c t i o n , t ime , mode, l o c a t i o n , and so on. 

The proper handl ing of time re l a t i one has been a 
c e n t r a l issue in t h i s p r o j e c t . In MEMORY, t h i s means t h a t , 
as w e l l as t i m e - s e n s i t i v e inference molecules, there must 
e x i s t p roo f procedures for determining BEFORE (and o t h e r l 
r e l a t i o n s h i p s . Also t h i s means that outdated p ropos i t i ons 
can be kept around by proper maintenance of t h e i r t ime 
dependencies. The imp l i ca t i ons of t h i s approach from the 
s t a n d p o i n t of the frame problem are discussed in W. 

A summary of what happens to the parser output from 
the sentence "John t o l d Mary that B i l l wants a book." w i l l 
now be g i v e n . We w i l l not pursue the problems of re ference 
e s t a b l i s h m e n t , but assume a pe r fec t in te rna l form can be 
c r e a t e d immediate ly . Only the inferences wh ich go to the 
g e n e r a t o r w i l l be shown. 



7. Generator 

The t h i r d major component of t h i s system is the 
g e n e r a t o r , which has the task of expressing a r b i t r a r y 
conceptua l s t r u c t u r e s in surface l ex i ca l form. This is 
accompI ished by two sequent i a I t rans forma t i ons of 
r e p r e s e n t a t i o n . The f i r s t pnase produces a s y n t a c t i c "case" 
network from the conceptual rep resen ta t i on . The second 
phase is c a r r i e d out by our vers ion of Simmons' program, 
u h i c h uses an augmented f i n i t e - s t a t e t r a n s i t i o n network to 
map these case networks onto surface forms, 

When the memory model decides it wishes to express 
some i n f o r m a t i o n as na tu ra l language s t r i n g s , it passes a 
l i s t o f c o n c e p t u a l i z a t i o n s con ta in ing that in fo rmat ion t o 
the gene ra to r . The generator is capable of expressing the 
i n fe rences made by the memory model from our example 
sen tence ; however, to be t te r exp la in how generat ion is 
accompl ished and to demonstrate the paraphrase c a p a b i l i t i e s 
of the program, i t w i l l be usefu l to consider the second 
example mentioned in s e c t i o n s . When paraphrasing, the 
gene ra to r might rece ive the encoding produced by the parser 
f o r "John adv ised Mary to d r ink the w ine" . The s t r u c t u r e 
w h i c h the generator works w i th i s : 

Th is network cons is ts of a set of nodes (N1 .N2 , . . . ) 
each assoc ia ted w i t h a set of syntax r e l a t i o n - v a l u e p a i r s . 
Both the tokens ~ e.g. , J0HN1 — and the relation© — 
e . g . , 0BJ2 -- of (B) are assumed to be language-dependent. 
The tokens in (B) are not Engl ish words. They are , 
however, e n t r i e s in an Engl ish lex icon, which can be e a s i l y 
mapped (by d i c t i o n a r y look-up) onto Eng l i sh words. The 
r e l a t i o n s are chosen because of the s y n t a c t i c r u l e s of 
E n g l i s h . In order to create the syntax net , the generator 
must choose the proper l ex i ca l e n t r i e s and syntax r e l a t i o n s 
based on the contents of the language f ree conceptual 
s t r u c t u r e . 

The simple conceptual ■» lexical transformations 
JQHN1 —> JOHN and UINE1 —> UINE are accomplished via 
d i c t i o n a r y look-up in the cur rent program. I t i s the 
method of d i scovery of the tokens ADVISE and DRINK, which 
do not correspond to any i so la ted conceptual u n i t s in (A), 
u h i c h makes the generat ion process both i n t e r e s t i n g and 
p o u e r f u l . 

The generator has ava i Iab le to it a set of 
d i s c r i m i n a t i o n nets through which conceptual s t r u c t u r e s are 
f i l t e r e d to d iscover word sense u n i t s . Each d i s c r i m i n a t i o n 
n e t is a b i n a r y t r e e , w i th pred icates at branching nodes 
and word senses at terminal nodes. The pred ica tes are of 
t h r e e d i s t i n c t types: 
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meaning c l a s s , so c o n t r o l passes to node 13. At t h i s node 
a cho i ce based on the i dent i ty of the " p o t e n t i a l l y 
b e n e f i t t e d " i n d i v i d u a l is made. Since in our example t h i s 
is the RECIPIENT of the MTRANS (MARY1), the branch leading 
to A0VISE1 and RCHN0 (a sense of "recommend") is taken. 
E v e n t u a l l y te rmina l node 55 u i t h the word sense AOVISEl is 
r eached . 

'ADVISE1' has assoc iated u i t h i t a lex icon en t r y 
(ADVISE) and a framework — a l i s t of syntax r e l a t i o n s w i t h 
a s p e c i f i c a t i o n of a subs t ruc tu re of the concep tua l i za t ion 
where the va lue fo r each can be found. For 'AOVISEl* the 
f ramework con ta ins the p a i r s : 

RELATION CONCEPTUAL LOCATION 

ACTSBJ ACTOR 
0BJ2 RECIPIENT 
I N F i n i t i v e OBJECT 

Each of these subs t ruc tu res is then used as an argument to 
the genera to r program, r e s u l t i n g in the cons t ruc t i on of 
s yn tax net (B) . Fur ther processes add such in format ion as 
TENSE, VOICE, and determiners to the syntax net . 

Th i e exatnpl e has shown how the generator may 
r e c o n s t r u c t a s y n t a c t i c case represen ta t ion of an Eng l i sh 
i npu t d i r e c t l y from i t s conceptual rep resen ta t ion . I t i s 
no t n e c e s s a r i l y the case, however, that the syntax net 
d e r i v e d w i l l correspond d i r e c t l y t o the o r i g i n a l inpu t . 
There are two independent sources of the paraphrase 
c a p a b i l i t i e s o f the generator . The f i r s t i s i m p l i c i t in 
the theory on which t h i s form of generat ion depends. Since 
the conceptua l networks from which the generator works are 
(1) l anguage- f ree , and 
(2) un ique rep resen ta t i ons of meaning, 
the genera to r is not t i e d to the same vocabulary as the 
p a r s e r , nor even to a synonymous one. In generat ing (B) 
from (A ) , there is no c lue that the word 'adv ise ' was used 
i n t he o r i g i n a l statement. 

There is a lso an e x p l i c i t paraphrase c a p a b i l i t y in 
the gene ra to r . Terminal nodes may con ta in , in a d d i t i o n to 
word-sense tokens, po i n t e r s back in to the d i s c r i m i n a t i o n 
n e t . (These po in te r s are w r i t t e n as I t node-index] in 
F i g u r e 1. In f a c t , some termina ls conta in only such 
p o i n t e r s . ) In paraphrase mode, the con t ro l a lgo r i thm may 
i gno re a word-sense token at a terminal and resume the 
f i l t e r i n g ope ra t i on at the node ind ica ted by the p o i n t e r , 
thus f i n d i n g a d i f f e r e n t 'word-sense' fo r the conceptual 
(sub- ) s t r u c t u r e . This sense may have a very d i f f e r e n t 
l e x i c a l un i t and syntax framework associated wi th i t , 
r e s u l t i n g in a syntax net d i f f e r i n g in many aspects from 
t h a t p r e v i o u s l y ob ta ined . I f 'AOVISEl'were ignored in the 
p reced ing example, f i l t e r i n g would resume at node 54 of the 
d i s c r i m i n a t i o n ne t , and the head 'RCtlND' (among others) 
would be found. The f o l l o w i n g paraphrases are among those 
o b t a i n e d f o r c o n c e p t u a l i z a t i o n (A); 

John recommended to Mary she d r ink the wine. 
John suggested Mary would like to drink the wine. 
John t o l d Mary she would enjoy d r i nk i ng the wine. 

No f u r t h e r d e s c r i p t i o n of the surface generat ion 
phase w i l l be g iven here. I t Bhould be emphasized, 
however, tha t the r e l a t i o n s we are dea l ing w i t h in the 
syn tax ne ts have on ly s y n t a c t i c s i gn i f i cance to the 
p r o c e s s , and no semantic p r o p e r t i e s are ascr ibed to them. 
A l l 'meaning ' is t r ea ted at the conceptual l e v e l ; thus the 
n o t i o n of a semantic net as proposed by Simmons has no 
p l ace in MARGIE'S generat ion system. In add i t i on to obvious 
t h e o r e t i c a l i m p l i c a t i o n s o f t h i s d i f f e r e n c e , there i s the 
p r a c t i c a l consequence that we can, in genera l , expect a 
s i m p l e r ne tuork grammar to handle a given subset of a 
language. Consider , fo r example, 
(a) John broke the window. 
(b) John remembered to go home. 
The ' eeman t i c ' deep case i n t e r p r e t a t i o n may involve marking 
John as an AGENT ( i n s t i g a t o r of an ac t ion) in ( a ) , but ae a 
DATive or EXPeriencer (one a f f e c t e d by an act ion) in ( b ) . 
We can mark ' John ' as ACTSBJ in both caees, since the on ly 
p r o p e r t y o f the r e l a t i o n in which we are in te res ted i t tha t 
i t becomes the sub jec t NP in a c t i v e sentences. 

8. Conclusion 

MARGIE it Intended p r i m a r i l y to be the beglnninge 
of a l a rge r more complex system for language understanding. 
Many e f f e c t i v e na tu r a l language understanding programs. work 
In seve re l y r e s t r i c t e d domains. Thus, many of the 
techn iques tha t work, for example, in Woods* soon rock* 
system [13J or Winograd 'e [12] blocks wor ld are not 
n e c e s s a r i l y expandable to a larger domain. Ue have f e l t 
t h a t a cons i s ten t conceptual representa t ion is very 
impor tan t be fo re a t tempt ing computer understanding. Our 
a n a l y z e r u t i l i z e s the p r o p e r t i e s o f t h i s system to a i d i t s 
a n a l y s i s of input sentences. The memory, which c e r t a i n l y 
owes much of i t s design to not ions brought forward by 
Qu i I Man [31 and Becker [1], operates on these conceptual 
r e p r e s e n t a t i o n s , thus s i m p l i f y i n g the problem of hand l ing 
i d e n t i c a l i n f o rma t i on by a l l ow ing only one poss ib le deep 
fo rmat f o r a g iven meaning. Inference is thus more 
s t r a i g h t f o r w a r d because of thB very few p r i m i t i v e ac t ione 
t h a t e x i s t in the system (see [7] and [8]. By us ing a 
deep conceptual system of the type we propose, the 
E n g l i B h - l i k e q u a l i t y o f the input i s l o s t . Un t ie t h i s 
f a c i l i t a t e s understanding i t a lso creates the problem o f 
r e c o d i n g i n fo rma t i on back in to Eng l i sh . Urn have found 
Simmons' program to be h e l p f u l in t h i s regard , but most of 
t he problem was l e f t unsolved by h ie program eince h i s 
r e p r e s e n t a t i o n s are cons iderab ly less deep than ours. 

Ue have found MARGIE encouraging u i t h reapsct to 
the p rospec ts of a la rger system and thus we s t ress tha t 
w h i l e our computer r e s u l t s are i n t e r e s t i n g , i t i s the 
t h e o r e t i c a l des ign of the system that is important f o r 
f u t u r e e f f o r t s . 

9. References 

261 


