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Abstract: The current state of a Theorem Proving 
System (The Markgraf Karl Refutation Procedure) at 
the University of Karlsruhe is presented. The goal 
of this project can be summarized by the following 
three claims: it is possible to program a theorem 
prover (TP) and augment it by appropriate heuristics 
and domain-specific knowledge such that 

(i) it will display an 'ac t i ve ' and directed be-
haviour in its striving for a proof, rather 
than the 'passive' combinatorial search through 
very large search spaces, which was the cha­
racteristic behaviour of the TPs of the past. 
Consequently 

(ii) it will not generate a search space of many 
thousands of irrelevant clauses, but will find 
a proof with comparatively few redundant de­
rivation steps. 

(Hi) Such a TP will establish an unprecedented leap 
in performance over previous TPs expressed in 
terms of the difficulty of the theorems it can 
prove. 

The results obtained thus far corroborate the first 
two claims. 

O. INTRODUCTION 

The working hypothesis of t h i s TP p ro jec t [DS77], 
[DS79], f i r s t formulated in an ear ly proposal in 
1975, r e f l e c t s the then dominating themes of a r t i f i ­
c i a l i n t e l l i g e n c e research, namely that TPs have 
a t ta ined a ce r t a i n l e v e l o f performance, which w i l l 
not be s i g n i f i c a n t l y improved by: 

( i ) developing more and more i n t r i c a t e , refinement 
s t ra teg ies ( l i k e u n i t preference, l i near reso­
l u t i o n , TOSS, MTOSS, ), whose sole purpose 
is to reduce the search space, nor by 

( i i ) using d i f f e r e n t log ics ( l i k e na tu ra l deduction 
l o g i c s , sequence l o g i c s , matr ix reduct ion 
methods etc) 

although t h i s was the main focus of theorem proving 
research in the pas t . 

The r e l a t i v e weakness of cur rent TP-systems as com­
pared to human performance is due to a large extent 
to t h e i r lack of the r i c h mathematical and extrama-
temat i ca l knowledge tha t human mathematicians have: 
in p a r t i c u l a r , knowledge about the subject and know­
ledge of hpw to f i n d proofs in tha t sub ject . 

Hence the ob ject of t h i s p r o j e c t is to make t h i s 
knowledge e x p l i c i t f o r the case of automata theory, 
to f i n d appropr iate representat ions f o r t h i s know-
ledge and to f i n d ways of using i t . As a testease 
and fo r the f i n a l eva luat ion of the p ro jec ts success 

or f a i l u r e , the theorems of a standard mathematical 
textbook [DE71] s h a l l be proved mechanical ly. 

In the f i r s t sect ion of t h i s paper we g ive a general 
overview of the system as i t is designed, a l b e i t not 
completed. The second sect ion concentrates on those 
par ts o f the system, whose implementation is f i ­
nished and evaluated. In the t h i r d sect ion e x p e r i ­
mental r esu l t s are given and the f i n a l two sect ions 
present an eva lua t ion based on the present f i nd i ngs . 

1. OVERVIEW OF THE SYSTEM 

A Bird's-eye View 
Proving a theorem has two d i s t i n c t aspects: the 
c reat ive aspect of how to f i n d a p roo f , usua l ly r e ­
garded as a problem of psychology, and secondly the 
l og i ca l aspect as to what cons t i tu tes a proof and 
how to w r i t e it down on a sheet of paper, usua l ly 
re fe r red to as proof theory. 

These two aspects are in p rac t i ce not as t o t a l l y 
separated as t h i s statement suggest (see e . g . 
[SZ69]) , however we found i t s u f f i c i e n t l y important 
to l e t i t dominate the o v e r a l l design o f the system: 

The Supervisor cons is ts of several independent mo­
dules and has the complex task of generat ing an 
o v e r a l l proposal (or several such) as to how the 
given theorem may best be proved, invoking the ne­
cessary knowledge tha t may be h e l p f u l in the course 
of the search f o r a proof and f i n a l l y t ransforming 
both proposal and knowledge i n t o techn ica l i n f o r ­
mation s u f f i c i e n t to guide the Logic Engine through 
the search space. 

The Logic Engine is at heart a t r a d i t i o n a l theorem 
prover based on Kowalski 's connection graph proof 
procedure [K075] , augmented by several components 
t ha t account f o r i t s s t reng th . 

The Data Bank consists of the fac tua l knowledge of 
the p a r t i c u l a r mathematical f i e l d under i n v e s t i ­
g a t i o n , i . e . the d e f i n i t i o n s , axioms, p rev ious ly 
proved theorems and lemmata, augmented as fa r as 
possib le by l o c a l knowledge about t h e i r p o t e n t i a l 
use. 

511 



A View from a Leaser Altitude 
The diagram of f i g u r e 2 s u f f i c i e n t l y r e f i nes f i gu re 
1 to gain a f e e l i n g f o r the o v e r a l l working of the 
system: 

nical Assistant (TA), whose task is to t ransform 
t h i s i n fo rma t i on , which up to t h i s po i n t i s i n ­
t e l l i g i b l e f o r a human user, i n t o techn ica l advice 
and code, which w i l l then govern the top l eve l be­
haviour of the Logic Engine and is f o r t ha t reason 
passed on to the Monitor. 

The Monitor governs and con t ro ls the g loba l beha­
v iou r o f the Logic Engine: immediately a f t e r a c t i ­
va t i on i t checks f o r an easy proof using the t e r ­
minator h e u r i s t i c (see sect ion 2) and only upon 
f a i l u r e ac t i va tes the f u l l machinery o f the Logic 
Engine. Typ ica l control tasks are de tec t i ng constant 
r e p l i c a t i o n s of the same lemma, de tec t ing a c i r c u ­
l a r development in the search space and keeping t rack 
of the ' s e l f r e s o l v i n g ' c lauses. A good example how 
the monitor governs the top l e v e l behaviour is in 
i t s prevent ion of the unsteady behaviour which the 
system showed dur ing e a r l i e r exper imentat ion: The 
se lec t i on h e u r i s t i c s constant ly suggest ' i n t e res t i ng ' 
steps to take and forced the system to v a c i l l a t e 
between d i f f e r e n t par ts of the search speace - v e r y 
un l i ke the behaviour o f people, who, i f put i n t o 
the same s i t u a t i o n , would tack le an i n t e r e s t i n g 
path u n t i l they e i t h e r succeed or become somehow 
convinced tha t i t was a b l i n d a l l e y . 

Up to t h i s po in t the decis ions and a c t i v i t i e s of the 
PG and the TA are to a large extent based on the 
semantics of the theory under i n ves t i ga t i on and 
knowledge about proofs in t h i s theory and t h e i r top-
goal may be formulated as: to be h e l p f u l "in fin­
ding a proof". Once they have done so, t h a t top -
goal becomes "to derive a contradiction (the empty 
clause)" and although t h i s goal is of course iden­
t i c a l t o the previous one, i t imp l ies t ha t d i f f e ­
ren t k inds of i n fo rmat ion may be u s e f u l : the o r i ­
g i n a l in format ion provided by the PG based on the 
semantics (which is by now coded i n t o var ious para­
meters, p r i o r i t y values and a c t i v a t i o n modules) as 
w e l l as in format ion based on the syntax (of the 
connection graph or the p o t e n t i a l r e s o l v e n t ) . 

I t may be objected tha t t h i s is the main goal of a 
t r a d i t i o n a l TP a lso . While t h i s of course t r u e , 
there is the important d i f f e rence t h a t a t r a d i t i o ­
nal ( reso lu t ion based) TP is not d i r e x t l y guided 
towards t h i s goal in a s tep by step fash ion , as no 
ref inement [L078] spec i f i es which l i t e r a l t o r e ­
solve upon next . For example l i nea r r eso lu t i on r e ­
duces the search space as compared to b inary reso­
l u t i o n , but w i t h i n the remaining space the search 
is as b l i n d as ever. 

The PG and the TA are cu r ren t l y under development 
and not implemented at the time of w r i t i n g . 

2. THE LOGIC ENGINE 

The Logic Engine is based on Kowalski 's connection 
graph proof procedure [K075], which has several ad­
vantages over previous reso lu t i on based proof p ro ­
cedures: there is no unseccessfu l l search f o r po­
t e n t i a l l y u n i f i a b l e l i t e r a l s , every r eso l u t i on step 
is done once at most and the de le t i on of l i n k s and 
subsequently of clauses leads to a remarkable im­
provement in performance, which is heav i l y e x p l o i ­
ted in the Delet ion-Module. Most c r u c i a l to our 
approach however is the observat ion t h a t since eve­
ry l i n k represents a p o t e n t i a l reso lven t , the se­
lection of a proper sequence of l i n k s leads to the 
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al leged a c t i v e , goa ld i rec ted behaviour of the sy-

2. l Input and Output 
The interactive facilities are too numereous to ac­
count f o r here and instead a p ro toco l of a t y p i c a l 
session is presented at the conference. An i n t e r e ­
s t i n g p o i n t t o note i s tha t the i n t e r a c t i o n a t t h i s 
l e v e l was on ly designed fo r the intermediate stages 
of development. I t is now to an increas ing degree 
taken over by the Supervisor as i t develops, w i th 
the i n t e n t i o n to move the i n te r face w i th the user 
a l thogether to the outside and to make the Super­
v i s o r take most of the low l e v e l dec is ions. Two sets 
of i n s t r u c t i o n s however are to s tay , the IN-Module 
is used to set up (and to read) the Data Bank in a 
way e a s i l y i n t e l l i g i b l e fo r the user. I t a lso per ­
forms a syntactical and semantical ana lys is of the 
Data Bank, which is of considerable p r a c t i c a l impor­
tance in view o f the f a c t t ha t i t eventua l ly con­
ta ins a whole standard mathematical textbook. 

The PROTOCOL-Module provides several f a c i l i t i e s f o r 
t r a c i n g the behaviour of the system at d i f f e r e n t 
degrees o f abs t rac t ion in order to cope w i t h i t s 
complexi ty. 

2.2 The Monitor 
The deduction steps w i t h i n the connection graph are 
governed and con t ro l l ed by several modules, which 
are conceptual ly co l l ec ted in the MONITOR. 

We s h a l l give a b r i e f summary of the task of each of 
these modules (although each module represents a 
software development of about the size of a t r a d i ­
t i o n a l theorem prov ing system). Only the h e u r i s t i c 
se lec t ion funct ions are presented in more d e t a i l be­
low. 

The Splitting and Reduction Module is ac t iva ted 
f i r s t and converts the i n i t i a l formulas i n t o cn-
form subject to poss ib le s p l i t t i n g and reduct ion 
operat ions [BL71]. The r e s u l t i n g set (s) of en - fo r ­
mulas are then transformed i n t o the i n i t i a l connec­
t i o n graph(s) , which again are subs tan t i ca l l y r e ­
duced by subsumption and p u r i t y checks [ E I 8 1 ] , 
[WA81]. 

The Unification Module contains spec ia l purpose u n i ­
f i c a t i o n algor i thms f o r f requent ly occurr ing axioms 
l i k e a s s o c i a t i v i t y , commutat iv i ty, idempotence and 
t h e i r combinations, and hence these axioms are r e ­
moved from the data base p r i o r to a c t i v a t i o n . 

The Refinement Module s imulates standard de r i va t i on 

s t ra teg ies and most of the t ime on ly a smal l f r a c -
t i o n o f a l l l i n k s in the graph i s declared active. 
For example i f on ly the l i n k s emanating from a 
clause in the i n i t i a l set o f support are declared 
ac t i ve and subsequently on ly the l i n k s of each r e ­
solvent in t u rn are declared ac t i ve and the p r e ­
v ious one passive (by appropr iate • on-of f -swi tches ' ) , 
the r e s u l t i n g de r i va t i on is linear. The Refinement-
Module al lows to chose among some of the standard 
s t ra teg ies and s e t t i n g ref inements CL078]. This has 
turned out to be advantageous, s ince i t subs tan t i ­
a l l y reduces the number of ac t i ve l i n k s and hence 
the expense f o r the computation of the h e u r i s t i c 
se lec t ion funct ions and the most successful runs 
were obtained w i t h t h i s 'mixed approach' . The de­
c i s i o n , which ref inement to choose, is taken by the 
Monitor based on some genereal h e u r i s t i c s . 

The Planning Module is c u r r e n t l y under development 
and contains a d d i t i o n a l , h e u r i s t i c a l l y mot ivated, 
s p l i t t i n g and s i m p l i f i c a t i o n rout ines f o r the con­
nect ion graph as w e l l as p lanning c a p a b i l i t i e s f o r 
proof p lans. 

The Tracking Module con t ro l s the l o g i c engine and 
detects c i r c u l a r developments in the search space, 
constant reapp l i ca t i on of the same lemma e t c . 

The Focussing of Attention Module prevents the un­
steady behaviour mentioned in sec t ion one and en­
sures tha t theorems and lemmas selected by the su­
perv isor are used in preference to other c lauses. 
Both a c t i v i t i e s are achieved by spec ia l weights 
attached to the l i n k s in ques t ion . 

The Definition Expansion Module e x i s t s in a rudimen­
ta r y form on ly : as more complicated examples are 
t r i e d , more r e f i n e d h e u r i s t i c s are necessary to 
con t ro l the expansion process, i . e . the replacement 
o f the def ined l i t e r a l by i t s de f i n i ng clauses. 

The Rule Base contains lemmas in the form of a p ro­
duct ion system and each time the if-part is s a t i s ­
f i e d the then-part is added to the cur ren t connec­
t i o n graph. 

The Rewrite Rule Module contains s i m p l i f i c a t i o n and 
reduct ion ru les in the form of r e w r i t e s , which are 
appl ied to the terms of the i n i t i a l graph, as w e l l 
as to every generated reso lven t . 

The Deletion-Module heav i l y e x p l o i t s the c r u c i a l 
p roper ty o f t h i s proof procedure t h a t d is t ingu ishes 
i t from other proof procedures based on graphs 
[SH76], [ S I 7 6 ] : the f a c t t ha t the de le t i on o f l i n k s 
and clauses can lead to a snowball e f f e c t of f u r t he r 
de l e t i ons . Because o f t h i s e f f e c t i t i s worth every 
e f f o r t to f i n d and compute as many c r i t e r i a f o r po­
t e n t i a l de le t ions as poss ib le . At present a clause 
i s marked f o r de le t i on i f : 

( i ) I t is pure [WA81] 
( i i ) i t i s a tautology [NASI] 

( i i i ) i t is subsumed by some other clause [EI81] 

and t h i s in format ion has absolute priority over the 
relative priorities to be discussed below. 

The Factoring Module con t ro ls the f a c t o r i n g of 
c lauses, which is based on spec ia l types of l i n k s 
in the connection graph. 

In contrast to the g loba l search s t ra teg ies 
and g loba l h e u r i s t i c s , the h e u r i s t i c se lec t i on 
funct ions of the Heuristic-Module 
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are based on local eyntaotical information 
about the graph or the reso lvent (pararoodulant) res ­
p e c t i v e l y U s e i L These h e u r i s t i c s wars obtained 
w i t h two types o f experiments: I n the f i r s t e x p e r i -
nent a human testperson is asked to prove a given 
se t of formulas by r e s o l u t i o n without any i n fo rmat ion 
on the intended meaning of the p red ica te or func t ion 
symbols, Then the same se t is proved by the system 
and in case i t s performance is i n f e r i o r , the analy­
s i s o f the dev ia t i on (and i n t r ospec t i on o f the t e s t -
person on why a p a r t i c u l a r step was taken) can g ive 
valueable h i n t s f o r f u r t h e r h e u r i s t i c s . 

In the second type of experiment the system is se t 
to prove a theorem. In the case of success, an ana­
l y s i s o f the p r o t o c o l , where i n the l i s t i n g o f a l l 
steps the steps necessary f o r the proof are marked, 
provides a remarkably good source of ideas f o r im­
provement, p a r t i c u l a r l y i f the reason why a c e r t a i n 
step was chosen, i s a lso p r i n t e d i n the p ro toco l l i ­
s t i n g . During the l a s t two years severa l hundreds of 
such l i s t i n g s were analyzed. 

I n i t i a l l y we experimented w i t h about 20 d i f f e r e n t heu­
ristic feature*, where each feature attaches a cer ­
t a i n value to every l i n k k in G.. 6 . i s the present 
graph, G . i s the r e s u l t i n g graph a f t e r r e s o l u t i o n 
upon l i n x K and Res is the reso lvent r e s u l t i n g from 
t h i s s tep : 

The problem is t h a t al though each h e u r i s t i c feature 
has a ce r t a i n wo r th , the cost of i t s computation can 
b y f a r outweigh i t s p o t e n t i a l c o n t r i b u t i o n . Also i t 
may not be independent of the other h e u r i s t i c f ea ­
t u r e s ; f o r example features ( x i ) and ( x i i ) both mea­
sure the "degree of groundness of Res", bu t in a 
d i f f e r e n t way. S i m i l a r l y the values f o r Res and fo r 
G i + 1 are not independent f o r c e r t a i n features ( e . g . 
x i i i and v l i ) . Also there are the two problems o f 
f i n d i n g an appropr ia te mtrio f o r each feature and 
to decide upon t h e i r relative worth in case of con­
flict w i t h other fea tu res . 

The in fo rmat ion contained in the h e u r i s t i c features 
i s entered I n d i f f e r e n t ways: c e r t a i n f ac t s ( e .g . 
decreasing s ise of the graph) have absolute priority 
and over r ide a l l o ther in fo rmat ion (see a lso the 
merge fea ture of TT in [DA78]). Most of the informa­
t i o n of the other features is expressed as a r e a l 

number in [ 0 , 1 ] , where we experimented w i t h severa l 
( l i n e a r , nonl inear) me t r i cs . This in format ion i s 
then entered in a weighted polynomial and the r e ­
s u l t i n g r ea l number (the p r i o r i t y value) expresses 
the relative worth of the p a r t i c u l a r l i n k and is 
attached to each l i n k . In case of no ove r r i d i ng i n ­
format ion the Control-Module selects the l i n k w i th 
the h ighest p r i o r i t y va lue . S t i l l other in format ion 
is entered using the "window-technique": among the 
l i n k s whose p r i o r i t y value i s w i t h i n a c e r t a i n i n ­
t e r v a l (the 'w indow') , the Control-Module choses the 
one which minimizes some other f ea tu re . 
The system has been designed such t ha t h e u r i s t i c 
features can e a s i l y be added and de le ted , however 
a f t e r two years of exper imentat ion the system has 
s t a b i l i z e d w i t h the fo l l ow ing so l u t i on ( s t a b i l i z e d 
in the sense tha t ne i the r the add i t i on of heur is t ics 
from the above l i s t nor the use of d i f f e r e n t metrics 
w i l l s i g n i f i c a n t l y change the performance of the sy­
stem on an appropr ia te l y large set of t e s t s ) : 

These features in f luence the ac tua l d e r i v a t i o n in 
the f o l l ow ing way: a l l steps tha t lead to a reduc­
t i o n in the s ize of the graph have absolute prio­
rity and are immediately executed. That i s , every 
l i n k which leads to a graph w i t h fewer clauses or 
fewer l i n k s or both is pu t i n t o a spec ia l c l ass , 
which is executed before any f u r t he r eva lua t ion t a ­
kes p lace . The dec is ion whether or not a l i n k leads 
to a reduct ion is based on in fo rmat ion from the De­
let ion-Module and is o p t i o n a l l y taken f o r every 
l i n k or f o r the active l i n k s on ly . Note t h a t the r e ­
duct ion in the s ize of the graph may lead to further 
de l e t i ons , hence a p o t e n t i a l snowball e f f e c t of de­
l e t i o n s is ca r r i ed out immediately, which accounts 
fo r the f i r s t main source of the s t reng th of the 
system. 
A l l other features have a relative priority and are 
c l a s s i f i e d as s i t u a t i o n dependent and s i t u a t i o n i n ­
dependent r espec t i ve l y , s ince the cost o f t h e i r i n i ­
t i a l computation and l a t e r updat ing d i f f e r s funda­
menta l ly [SS80]. 

A successful usage of the r e l a t i v e p r i o r i t i e s de­
pends on an appropr iate metric f o r each f ea tu re , 
which expresses i t s est imated wor th . A d iscuss ion 
of why the f o l l ow ing metr ics where chosen is outside 
of the scope of t h i s paper and may be found in 
[SS80]; but the important po in t to no t ice i s , t ha t 
each met r i c d isp lays a p a r t i c u l a r characterietio, 
which expresses the h e u r i s t i c worth r e l a t i v e to i t s 
argument. 
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The main cons t ra in t fo r these h e u r i s t i c s is tha t 
a f t e r each reso lu t i on step the values of the heu­
r i s t i c features have to be updated and i t is essen­
t i a l t ha t the cost o f t h i s updating is much less 
than the cost of performing every poss ib le reso lu -
t i o n . For tha t reason not every value of the argu­
ments f o r the metr ics is computed exac t l y but e s t i ­
mated by some h e u r i s t i c es t imat ion f u n c t i o n . 

The Terminator Module is used in two ways: F i r s t i t 
acts l i k e a simple (and r e l a t i v e l y f a s t ) theorem 
prover and is ac t iva ted on the i n i t i a l connection 
graph. I f i t f a i l s , the f u l l machinery o f the l o g i c 
engine is loaded. 

Secondly i t is used to overcome the problem tha t the 
above h e u r i s t i c s have the very l i m i t e d hor izon of 
one step ahead, since the computation of a f u r t he r 
n - l eve l look ahead fo r n>2, is so p r o h i b i t i v e l y ex­
pensive t h a t i t outweighs the advantage. For t h a t 
reason we implemented in add i t i on a d i f f e r e n t n - l e -
v e l look ahead technique, which checks at t o l e rab le 
cost i f there is a proof w i t h i n a predef ined com­
p l e x i t y bound. This terminator h e u r i s t i c FTERMINATE 
is the no-loop-requirement of [S I76 , p. 832] and is 
ak in to the n- leve l - look-ahead h e u r i s t i c proposed 
by [K075, p. 593] and is the second main source f o r 
the success of the cur rent system. The essen t ia l 
idea is an e labora t ion of the fo l l ow ing observat ion: 

Each box in f i g u r e 4 represents a l i t e r a l , a s t r i n g 
of boxes is a clause and complementary boxes ( l i ­
t e r a l s ) are connected by a l i n k . I f a l l u n i f i e r s 
attached to the l i n k s in f i gu re 4 a are compatible i t 
represents a one- leve l - te rm ina to r , since i t imme­
d i a t e l y al lows f o r the d e r i v a t i o n of the empty 
c lause. S i m i l a r l y f i gu re 4b represents a t w o - l e v e l -
terminator i f the u n i f i e r s are compatible (see 
[SS80] f o r a de ta i l ed p resen ta t i on ) . At regular i n ­
t e rva l s (e .g . a f t e r n de r i va t i on steps) the Termi­
nator Module searches f o r such con f igu ra t ions . 

2.3 Searching for a Proof 
Once the Logic Engine is set i n t o "prove-mode", the 
CSS-Module converts the activated p a r t of the Data 
Bank i n t o Skolemized c lausa l normal form and per ­
forms var ious s p l i t t i n g and t r u t h f unc t i ona l s i m p l i ­
f i c a t i o n tasks . The r e s u l t i n g set o f clauses is 
passed on to the CG-Module, which constructs the 
connection graph and i f poss ib le performs an eva­
l u a t i o n o f terms, reduct ions o r a lgebra ic s i m p l i f i ­
cat ions of terms w i t h the a id of the above modules. 
A f te r these a c t i v i t i e s the initial connection graph 
is set up and now the search f o r a proof w i t h i n t h i s 
graph commences. 

This search is l o c a l l y c o n t r o l l e d by the Control-
Module, which decides which l i n k to resolve upon 
next , based on nformat ion provided by the Heu r i s t i c -
Module, the Refinement-Module, the Deletion-Module 
e t c . The Control-Module turns the i n i t i a l repreeen-
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tation of clauses (the connection graph) i n t o a 
proof procedure (baaed on connection graphs) as it 
def ines a p a r t i c u l a r se l ec t i on f u n c t i o n , which maps 
graphs to l i n k s . Th is mapping is complex and based 
on in fo rmat ion prov ided by severa l modules, but fo r 
c l a r i t y i t i s e n t i r e l y contained i n the Control-No­
du le . 

I t should not be necessary to say t h a t the complex 
i n t e r p l a y of the var ious modules, which 'suggest ' 
which step to take nex t , prevents of course the 
o v e r a l l deduct ion from being 's tandard* and the res ­
pec t i ve completeness r e s u l t s do not necessar i ly 
h o l d . However, by an appropr ia te s e t t i n g of the 
weight f o r FACE, i t i s impossible fo r a l i n k to be 
ignored i n d e f i n i t e l y f o r se lec t i on and fo r t ha t 
reason we be l ieve the system is complete. 

The p o t e n t i a l explos ion of l i n k s is the bot t leneck 
of the connection graph: the f o l l o w i n g ' cha l l enge ' 
proposed by P. Andrews, Carnegie Mellon at the 1979 
Deduction Workshop, provides a p o i n t of demonstra­
t i o n : ■ 

The i n i t i a l graph o f t h i s formula cons is ts o f a l ­
most 10 000 links and severa l hundred new l i n k s are 
added to the grpah f o r each r e s o l u t i o n s tep . I f a l l 
these l i n k s were declared ' a c t i v e ' , the computation 
of the se l ec t i on funct ions would become i n t o l e r a b l y 
expensive. 

In our system the example is s p l i t , reduced and sub­
sequently de le ted to a graph never exceeding 50 
links and e a s i l y proved w i t h i n a few s teps . Even fo r 
more ' n a t u r a l ' examples, the number of d e l e t i o n 
steps is about one t h i r d and sometimes over one h a l f 
of the t o t a l number of s teps. 

Scorn Technical Data about the Project 
Name of Project: Incorpora t ion of Mathematical 

Knowledge i n t o an ATP-System, i n ­
ves t iga ted fo r the Case of Auto­
mata Theory. 

Funding Agency: German Research Organisat ion (DFG) 
Bonn, De 238 /1 , De 238/2. 

Tim Period: 1976 to 1982 (s i x years) 
Machine: SIEMENS 7.760 
Minimally Required Storage Space: 6.000 K ( v i r t u a l 

memory) 
Languages: SIEMENS-INTERLISP CEP75] 
Present size of system: * 500 K of source code 
Effort: * 10 manyears f o r i t s implementation 

With more than 500 K of ac tua l code at present and 
approximatly 1.000 K under design f o r the next two 
years , the system is the l a rges t software develop­
ment undertaken in the h i s t o r y of automated theorem 
prov ing and i t may be i n d i c a t i v e f o r the changing 
pa t t e rn o f research i n t h i s f i e l d . 

3. PERFORMANCE STATISTICS 

To gain a f e e l i n g f o r the improvement achieved by 
the system, f i g u r e 5 gives a sample of some t e s t 
runs. In order to avoid one o f the p i t f a l l s o f s t a ­
t i s t i c a l da ta , which is to show the improvement 
achieved on c e r t a i n examples and not showing the 
d e t e r i o r a t i o n on o the rs , the system is to be tested 
on a l l o f the main examples quoted in the ATP l i ­
t e r a t u r e : [WM76], [M0W76], [KRYKU72J. Of a l l exanples 
tes ted thus f a r , the examples of f i g u r e 5 are r e ­
presenta t ive (and wore tease, i . e . a l l other examples 

were even more favourable for our system). The 
examples of f igure 5 are taken from the extensive, 
comparative study undertaken at Universi ty of Mary­
land [WM76], where eight d i f f e ren t proof procedures 
were tested and s t a t i s t i c a l l y evaluated on a t o t a l 
of 152 examples. 

The table is to be understood as fo l lows: the 
f i r s t column gives the name of the set of axioms in 
[WM76], e.g. LS-35 in l ine 9. The next three columns 
quote the f indings of [WM76], where the f igure in 
brackets gives the value for the worst proof pro­
cedure among the eight tested procedures and the 
other f igure gives the value for the proof proce­
dure that performed best. The f i n a l three columns 
give the corresponding values for the Markgraf Karl 
Procedure. For example, in order to prove the axiom 
set LS-35 ( l ine 9) the best proof procedure of 
[WM76] had to generate 335 clauses in order to f ind 
the proof, which consisted of 14 clauses, and the 
worst proof procedure had to generate 1.521 clauses 
in order to f i nd that proof. In contrast our system 
generated only 9 clauses and as these f i gu res are 
t yp ica l and hold uniformly for all cases, they are 
the s t a t i s t i c a l expression and j u s t i f i c a t i o n for 
the f i r s t two claims put forward in the abstract . 

4. KINSHIP TO OTHER DEDUCTION SYSTEMS 

The advent of PLANNER [HE72] marked an important 
point in the h is tory of automatic theorem proving 
research [AH72], and although none of the techni ­
ques proposed there are actual ly present in our 
system it is none the less the product of the s h i f t 
of the research paradigm, of which PLANNER was an 
early hallmark. 

The work most i n f l u e n t i a l , which more permeates our 
system than is possible to cred i t in d e t a i l , is 
that of W. Bledsoe, University of Texas [BT75], 
[BB75], [BB72], [BL71], [BL77], In contrast to 
[BT75], we t r i e d to separate as much as possible 
the logic wi th in which the proofs are carr ied out 
from the heur is t ics which are he lp fu l in f ind ing 
the proof. 

The strongest resolut ion based system at present is 
[M0W76], and we have tested the i r examples in our 
system. Comparison wi th the i r reported resu l t s , 
shows that i f our system f inds a proof i t is su­
per ior to the same degree as reported in f igure 5. 

However, there are s t i l l several more d i f f i c u l t 
examples reported in [MOW76] which we can not prove 
at present. The strength of the system [M0W76] de­
r ives mainly from a successful technique to handle 
equal i ty axioms and almost a l l the examples quoted 
in [M0W76] re ly on th i s technique. For that reason, 
as long as our paramodulation module is not f u l l y 
equipped wi th proper heur is t ics there is no f a i r 
comparison (the tes t cases were obtained wi th the 
f u l l set of equal i ty axioms and no special t r ea t ­
ment fo r the equal i ty predicate). 

F ina l l y among the very large systems which present­
ly dominate theorem proving research is the system 
developed by R. Boyer and J.S. Moore at SRI [BM78]. 
Their system re l i es on powerful induction techni­
ques and although some of the easier examples quo­
ted in [BM78] could be proved by our system at pre­
sent, a j u s t i f i a b l e comparison is only possible 
once our induction modules are completed. 
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A theorem prover based on h e u r i s t i c eva luat ion was 
a lso reported by Slagle and F a r r e l l [SF71] however 
i t appears t ha t such h e u r i s t i c s are not too success­
f u l fo r an o rd inary reso lu t i on based prover. 

5. CONCLUSION 
At present the system performs subs tan t i a l l y be t te r 
than most other automatic theorem proving systems, 
however on c e r t a i n classes of examples ( induc t ion , 
equa l i t y ) the comparison is unfavourable fo r our 
system (sect ion 4 ) . But there is l i t t l e doubt tha t 
these shortcomings r e f l e c t the present s ta te of de­
velopment; once the other modules ( T - u n i f i c a t i o n , 
paramodulated connection graphs, a f a r more re f ined 
moni to r ing , i nduc t i on , improved heu r i s t i c s etc) are 
ope ra t i ona l , t r a d i t i o n a l theorem provers w i l l no 
longer be compet i t i ve . 

This statement is less comfort ing than i t appears: 
the comparison is based on measures of the search 
space and it totally neglecte the (enormous) r e ­
sources needed in order to achieve the behaviour 
descr ibed. Wi th in t h i s frame o f reference i t would 
be easy to design the "pe r fec t " proof procedure: 
the supervisor and the look-ahead h e u r i s t i c s would 
f i n d the proof and then guide the system wi thout 
any unnecessary steps through the search space. 

Doubtlessy, the TP systems of the fu ture w i l l have 
to be evaluated in t o t a l l y d i f f e r e n t terms, which 
take i n t o account the total (time and space) r e ­
sources needed in order to f i n d the proof of a given 
theorem. 
In summary, al though there are good fundamental a r ­
guments support ing the hypothesis that the f u tu re 
of TP research is w i t h the f i n e l y knowledge enginee­
red systems as proposed here, there is at present 
no evidence tha t a t r a d i t i o n a l TP w i th i t s capaci ty 
to qu i ck l y generate many ten thousands of clauses is 
not j u s t as capable. The s i t u a t i o n is reminiscent 
of todays chess p lay ing programs, where the p ro ­
grams based on i n t e l l e c t u a l l y more i n t e r e s t i n g p r i n ­
c ip les are outperformed by the brute force systems 
r e l y i n g on advances in hardware technology. 
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