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REDUCE as a Numerical Tool

John Fitch
University of Bath
Great Bnitaln

The use of oomputers Ifor algebraic oomputations are
well known, and are established as algebraic tools for phy-
sical soiences. In this talk anacentration will be on the
asgistance tha! algebraio calr® ~:.on can make for numerical
caloulations. This assistance -~  des analysis of problems,
preparation of programs, and cuue generation for numerical
programs and supersomputer architeoiures.

Partiocular mention will be made of the current coopera-—
tive project between AG Ltd.and the University of Bath.

Size Efflclent Parallel Algebralc Circults
for Partial Derivatives

Erich Kaltojen' and Michael F. Stnger®
1Depau-’crm:-nt of Computer Soience,
Rensselaer Polytechnio Institute,

Troy, NY 12180-3590; kaltofen@e¢s.rpil.edu
USA
2Departmeni: of Mathematics,
North Carolina State University,
Raleigh, NC 27695-8205; SINGERGNCUMATH.BITNET
USA

Given an algebraic circuit or straight-line program of
depth d that oomputes multivariate rational function in 1
arithmetio operations (additions, multiplications, and divi-
sions), we construct circuits that compute

(1) the tirst k partial derivatives in a single variable
with depth O(log{R)(d+log(k))) using O(P log(k) log(log R)d)
arithmetic operations;

(2) all tirst partial derivatives in depth 0O(d) using nc
more than 41 arithmetic cpsraticns;

Our 2irst result is based on Taylor seriec 2xpansion
and essentlally parallelizes the Leibniz formula. Cur second
result parallelizes a construction ty Buwi- anl Strassen. A
cruoial ingredient to the parallel solution is the faot that
bounded fan-in oomputation grarhs can be tranaformed to
those where the fan-out is bounded ae well wulle inoreasing
the depth by no more than a oonstant faotor.


http://kaltofenOcs.rpl.edu

EXCALC - A Package for Calculations in Modern

Differential Geometry

Eberhard Schriifer
Gesellschaft fiir Mathematik und Datenverarbeitung mbH,
Institut F1, Postfach 1240, D-5205 St. Augustin 1
F.R.G.

The capabilities znd the design p phy of the differential y package EXCALC
are described. Examples from physncal Field Theories and from the Cartan-Kahler theory of
partial differential equations will illuminate the patentials of this system. The current status

aund projected future pments of the i tion will be di

ADVANCES IN INTEGRATING SYMBOLIC, NUMERIC AND GRAPHICS COMPUTING
Paul §. Wang
Department of Mathematical Sciences, Kent State University, Kent, Ohio 44242

USA

Modern computer workstations are equipped with high resolution graphics displays, sufficient
memory, ample processing power, and networking capabilities. The workstations are usually corn
nected on a local area network (LAN) that also links powerful mainframe computers, and parallel
processors. This hardware and operating environment provides a powerful platform to build inte-
gr: ted scientific computing systems that can significantly increase the productivity of contemporary
s¢ entists and engineers. When symbolic, numeric, graphics and document processing facilities and
techniques are combined in an integrated environment, they reinforce one another so that the whole
is bigger than the sum of the parts.

‘We envision an integrated system consisting of compute servers that are controlled by an over-
all system-independent user interfece (SUI). SUI runs on a user’s graphics workstation and each
compute server can run on any processor on the LAN, Through SUI, the compute servers interact
with one another and with the user. The user interface is window/mouse oriented with graphics
and networking capabilities. The compute engines will include existing systems such as Vaxima,

Reduce, Maple, Matlab, NAG, LINPACK, DITROFF, and LATEX. An interface architecture and

protocol must be designed to acct date existing as well as future compute engines.

Research in this direction has been going on at Kent and elsewhere. Presented are some recent
developments at K=nt: symbolic derivation of numerical code for finite element analysis; automatic
numeric code generation based on derived formulas; graphical display of mathematical functions;
automatic inclusion of mathematical expressions produced symholically in documents; generation
of code for parallel processors and CRAY super computers; architecture, design, protocol and
iinplementation of SUT.

We also describe several other software packages in these directions,



AN EXAMPLE OF AN USER-WRITTEN EXTENSION PACKAGE
TO THE REDUCE COMPUTER ALGEBRA SYSTEM

FOR CALCULATIONS IN PHYSICS
M. Warns

Institute of Physics
University of Bonn
FRG

I will present a software package which extends the ca-
pability of the REDUCE Computer Algebra System in handling
expressions containing non-scalar and non-commutative quan-
tities, e.g. quantum mechanical vector operators or gaima
matrices. Special emphasis is put on the way to link such a
package into REDUCE system. As an example I will present so-
me applications in the field of Feynman box graph calculati-
ons and for the calculations of commutators between quantum
mechanical éperators.

ANALYTIC CALCULATION OF HIGHER ORDER CORRECTIONS
IN QUANTUM FIELD THEORY: METHODS AND RESULTS

K.G.CHETYRKIN, A.L.KATAEV

Institute for Wuclear Research of the Academy of Sciences of the
USSR, HMoscow

The report reviews, first, the current methods of analytic
calculations of higher order corrections to renormalization group
functions (f-functions and anomalous dimensions) and to the
coefficient functions of the operator product expansion and,
second, a variety of physical resulte obtained with the help of
these methods. We consider the Gegenbauer polynomial technigue in
p and x spaces, the method of integration by parte in dimensional
regularisation; various methods of infrared rearrangement of
Feynman integrals, including the most universal one based on the
R* - operation; the uniquenese method and, finally, the method of
projectors. A epecial attention 1ie devoted to constructing
effective conputational algorithme on the base of these methods

10




directed at thelr implementation by meane of the computer syctem

for eymbolic calculations. The physical resulte under discussion

include multiloop caleulations of renormalization group functione
in various ‘theories, in particular ge*, QED, QCD  and
supersymmetric models; calculations of higher order corrections to

(3—2)“ ; to QCD sum rules for light and heavy quarke; finding of

nonleading corrections 1o the characteristics of the deep

inelastic scattering, to the decay width of the Higgs boson, and a

number of others.

Beferences

For the related reviews see:

1. K.G.Chetyrkin, Kataev A.L.,Tkachov F.V. Preprint INR

P-0200(1981); Proceedings of ithe Hadrons Structure-80 Conference,
VEDA, Bratislava, 1982.

2. K.G.Chetyrkin, Proceedings of the Conference “Renormalization
Group-86", Dubna (1986) World Secientific Publiehing Co. 1988,
p.65.

3. Larin S$.A., Surguladze L.R., Tkachov F.V. Proceedings of this

Conference.

Current Trends in Source-Code Optimization
JA. van Hulzen
Twenie Univessity, Deps of Computes Scieace
P.0. Box 217, 7500 AE Enschede, The Netherlands

An imp ap ion of algebea systems is the generation of code for numcrical purposes via

ic of semi P ion. GENTRAN (1, 2 flexible gencral-purpose package, was
cspecully designed umsm in snch a task, when using MACSYMA of REDUCE.

[ prog! jon is the problem of i od imization. This is &

crucial aspect because code g1 from symboli parations ofien tends (o be made up of lengthy

expressions, to be grouped together in blocks of straightline code in a program for numerical purposes. The
maint objective of source-cods optimization was up 10 how to minimize the number of (elementary) arith-
metic operations in such blocks. SCOPE, a Source-Code Optimization PackagE for REDUCE (4}, now
available through the REDUCE netwaork library, was especially designed for this purpose.

SCOPE is compietely written in RLISP. It requires some GENTRAN facilities (o imerface with REDUCE.
tis input is a set of symactically comect REDUCE assignment-stazements. Iis output is the optimized ver-
sion of the input, given in the syntax of one of GENTRAN'y Iarget languages. It is possible 1o combine it
with # list of declarations, defining the type of the input names and the sysikem gencrated subexpression
names. This putput is in fact produced as a side-effect of a SCOPE-application.

At present we ane wu‘kin; on a new version of SCOPE, uking inlo account the design-considerations for a
future REDUCE 4 version. An implication of this desire is o realize a junctional behaviour of the lu\un:
version, for nmmubynukmgbothENTnAde SCOPE soully ind Ainimi

of the arithmei p ode is mainly jve foc the ion of lo be exe-
cuted on von Nearmann Lype mnchmu Thercfoee, other straicgics leading to efficiently execuble vr.-
grams on other types of machines [3} will be incorporasied. Tixic demands a more flexihle 1=, gbject-

1



oriented h and the inclusion of some new features, such a¢ dala dependence analysis. It will alsa

inlluence the structrs and possibilities of applicsion packages based om the use of both GENTRAN snd

SCOPE. Wonh mentioning is ic gy som of Jacobiens and Hessians [3).
We discuss proscet and futwe featares of SCOPE.
References

(1] Gaies, B.L. (1986). GENTRAN: An Automatic Code Gencration Facility for REDUCE., Proceedings
SYMSAC *36 (B.W. Char, ed.), 94-99. New York: ACM Press.

{2} Goldmam, V.V., van Hulzes, I.A. (1989): A ic Code Vectorization of Arithmetic Expressi
by Botom-wp S Recognition, C. Algedra and Parallelism (3. Della Dora, J. Fitch,
ed’s), 119-132. London: Academic Press.

(3) van den Heuvel, P., van Hulzen, J.A., Goldman, V.V. (1989): Awomatic Generation of FORTRAN-
coded bians and ians, P ings EUROCAL '87 (J.H. Davenpost, ed.), Springer LNCS-
serics or 378, 120-131. Heidelberg: Springer Verlag.

{41 van Hulzen, JA., Hulshof, BJA., Gates, BL., van Heerwaarden, M.C. (i989): A Code
Optimization Package for REDUCE, Proceedings ISSAC ‘89 (G. Gonnet, ed.), 163-170. Necw York:
ACM Press.

METHODS AND ALGORITHMS OF PERTURBATIVE CALCULATIONS
IN QUANTUM FIELD THEORY
AND THEIR COMPUTER IMPLEMENTATION
(I} Theory and phenomenological applications

S.A.Larin, L.R.Surguladze and F.V.Tkachov

Institute for Nuclear Research of the USSR Academy of Sciences,
Moscow, 117312, USSR

A review is presented of the current state of the art in calculational
methods for a wide class of problems of applied quantum field theory:
computation of renormalization group functions, coefficient functions
of operator product expansions, and two-point vacuum correlators  of
local operators. Discussed are the infra-red rearrangement methaods
(A.A.Viadimirov’s method, the R’—operation and further developments)
and the results of the theory of euclidean asymptotic expansions
(explicit formulae for coefficient functions, the As-operation) which
allow one to drastically reduce the classes of multiloop diagrams to be
computed in these problems (massless propagator-type dlagrams, massive
vacuum diagrams). Algorithms for such calculations and feasibility of
their computer implementation are discussed. It is stressed that the

development of theoretical methods is strongly influenced by
capabilities of the available computer systems of symbolic
manipuiations. A series of calculations is described, performed using
the above methods in ' two-, three~, four- and five-loop approximations;

their phenomenological consequences are briefly discussed and their
importance is stressed (e.g. for estimating theoretical uncertainties
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ot perturbative calculations and determining applicability regions of
perturbative calculations in quantum  chromodynamics). Unsolved problems
of this class and the corresponding difficulties are  discussed, in
particular, the  absence of adequate programming tools (esp. for
manipulation of graphs) for a fuller automation of the multiloop

calculations.

METHODS AND ALGORITHMS OF PERTURBATIVE TALCULATIONS
IN QUANTUM FIELD THEORY
AND THEIR COMPUTER IMPLEMENTATION
(I1) Program packages

S.A.Larin, L.R.Surguladze and F.V.Tkachov

Institute for Nuclear Research of the USSR Academy of Sciences,
Moscow, 117312 , USSR

Program tools are described for calculation of muitiicop massless
dimensionally regularized propagator-type Feynman integrals
(p-integrals) which emergez in problems of quantum field theory: the
SCHOCNSCHIP package MINCER ({1l and the REDUCE package LOOPS (versions
for mainframe and personal computers) (2]. The packsges allow one to
analytically calculate p-integrals at the two- (LOOPS) and three-loop
(MINCER) levels, - which enables one to perform unique calculations of
renormalization group functions, coefficient functions of operator
product expansions etc. LOOPS allows arbitrary tensor structures in the
numerators of integrands and provides a basic set of tools to work with
dimensionally regularized expressions within REDUCE. MINCER is
specialized for large-volume calculations and can be used for
calculations in various physical space-time dimensions {the latter
possibjlity has been used for studying operator exXpansions in exactly
solvable two-dimensional models). The requirements to symbolic
manipuylation systems imposed by such problems are discussed, and
various versions of REDUCE and SCHOONSCHIP are compared from this point
of view. A fundamental flaw in both systems is the lack of local
context protection of symbolic names often used as local labels apd
substitution rules, which makes difficult writing large application
packages. On the whole a well-desighed powerful “primitive” algebraic
processor with a carefully chosen set of functions and a laconic
"system'-level language would be invaluasble for the problems of the
described type.

(%] $.G.Garishny, S.A.Larin, L.R.Surguladze and F.V.Tkachov,

Comp.Phys.Comm., 55 (1989) 38i.
21 L.R.Surguladze and F.V.Tkachov, Comp.Phys.Comm., 5% (1989) 205,
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COMPUTER-AIDED CLASSIFICATION OF GEMMETRIES IN GENERAL RELATIVITY

M. A. H. MacCallum

School of MHathematical Sciences, Queen Hary and Westfield
College, Mile End Road, LONDON EI 4N5, England

Many solutions of Einstein’s field equations are known. Due to
the arbitrariness of coordinates, two or mo:z apparently
different such geometries pay represent the same physical
situation. The problem is to characterize a geometry invariantly,
and thus provide a way to decide equivalence of geometries.

Differential geometric considerations show one has to computs
components of the Riemannian curvature and its derivatives as
functions on the frame bundle of the spacetime. An effective
method is to put the results into canonical form, by change of
basis, at each step of differentiation.

Practical programs to embody this method require sub-algorithms
for such problems as testing rotation invariance, algebraic
classification of gquartics, specification of a minimal set of
derivatives and testing functional independence. These have been
devised and implemented as the package CLASSI in the specialized
algebra system SHEEP. Some results will be shown, and possible
developments discussed.

OPERATOR ORDERING AND G-QUANTIZATION SCHEMES IN COMPUTER ALGEBRA
SYMBOL REPRESENTATIONS OF ENVELOPING ALGEBRAS

Wolfgang Lassner
Karl-Marx-Universitit, Sektion Informatik
Leipzig 7010, GDR

Phase space mnethods in quantum theory wake use of symbol
representations of the Weyl algebra. The method can be generalized
to enveloping algebras U(G) of Tie algebras ¢ different from the
Heisenberg Lie algebra. We restrict us to a pure algebraic view
point.

The method starts from a one-to-one correspondence between the
linear space of the enveloping algebra U(G) and that of the
symmetric algebra S(G) over G. The algebra S(G) can be equipped
with a so-called twisted product so that it becomes isomorphic to
U(G).

The twist product technique allows one to derive formulae which are
useful for a fast multiplication in non-commutative algebra.
Furthermore, the twist product techniques can be extended to
subrings of the quotient division ring D(G) of the enveloping
algebra U(G).

Operator orderings (resp. quantization schemes) have been
described in mathematical and physical 1literature by various
teohniques., Symbol representations are powerful tools in this
context., A generalization to enveloping algebras U(G) resp. to
differential operators over Lie groups will be of theoretical and
practical interest.The ordering problem consists first of all in a
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description of different operator orderings. Differeni ordering
rules correspond to different bases in U(G). The elements of U(G)
are represented by different symbols in dependencs of the ordering
rule chosen. The twisted product depends on the ordering rule in a
non-trivial way. We generalize the notion of an ordering defining
function ¢. It is possible to calculate ¢ for various ordering
rules. This helps to determine a transformation between different
types of symbols and is useful in order to use the sape fast
nultiplication algorithms for different orderings.

Symbol representations of enveloping algebras are useful for the
so-called G-quantizations, i.e. for systems with symmnetries
related to G. The method hss been used in Lie optics in order to
calculate aberrations.

Computer algebra calculations in non-commutative algebra need new
software engineering for the inplementation of efficient
algorithms into commercial integrated systems for scientifice
computation.

AUTOMATIC CALCULATION OF SCATTERING AMPLITUDES
Toshiaki Kancko
Faculty of General Education, Meiji Gakuin University, Totsuka, Yokohama 244, Japan

As the available encrgy for high energy experiments is increasing, a large number of perturbative
caleulations are required. Many parts of this kind of work nmst be performed on computers. The
conventional applications of computers are limited only to numerical calculations and some parts
of symbolic manipulations so far. ‘The purposc of the present work is to utilize the ability of
computers in wider range.

The requirements for the program package is compased of the following components: 1. Feyn-
man graph generator: This programn reads the type of external particles and the order of perturba-
Lion for a scattering reaction: [t generates all the relevant Feynman graphs. Qutput on a graphic
device is also indispensable for checking each step of calculation. 2. Source program generator:
Source programs for the numerical calculation of amnplitudes should be gencrated automatically
in accordance with the obtained Feynman graphs. This source program is used as an integrand
ol numerical integration. 3. Library of Kinematics: To perform the numerical integrations of the
square of amplitudes to get the cross scclions, one has to prepare kinematics. ‘They should be
standardized and collected into a library, 4. Numerical integration package: The value of scatter-
ing cross section is obtained by multi-dimensional integration over the phase space. The source
program should be generated in suitable forms for the integration package. 5. Event generator:
"The final form of output of this package should be an cvent generator.

We have developed several patts of this package. ‘The Feynman graph generator is already
available for QED in arbitrary order of perturbation/V. We added another program which is
applicable up Lo one-loap corrections in the Weinberg-Salam madel and QCD. Generated Feynman
graphs are aulomalically converted to FORTRAN source code. In this stage, we consider only the
Lree graphs. The method of caleulation used in the FORTRAN source code is describesd in ref.2, in
which spinors are treated numerically and Feynman amplitudes are calculated dircctly. A feature
of this method is thal we can gel rid of the use of symbolic manipulaling prograins. We use
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BASES/SPRING/Y as a multi-dimensional integration package. This program package contains
general event generator based on the resulting data of the integration.

Now we have enough tools to calculate scattering cross sections within the lowest order of
perturbation of the standard model. We have tested our program in the polarized cross seclion of
ete™ — utp~7. The result of the integration of created FORTRAN source program is compared
with the following three programs: 1. A program generated by REDUCE which calculates squate
of amplitudes by the conventional method. 2. A program written by hand in the same method
as automatically generated FORTRAN source program. 3. A programn generated by REDUCE
which calculates Feynman amplitude directly. ‘The results are in good agreement among these four
programs within the statistical error of Monte Carlo integration.

References

{1] T.Kaneko, S.Kawabata and Y.Shimizu, Comput. Phys. Commun. 43 (1987} 279.
[2) H.Tanaka, to appear in Comput. Phys. Commun..
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EXTENDING POSSIBILITIES OF SOME COMPUTER ALGEBRA
ALGORITHMS FOR SOLVING
LINEAR DIFFERENTIAL AND DIFFERENCE EQUATIONZ

5. A, Abramov

Acad. of Gciences of USGR, Computing Center, Moscow
USSR

Many  of computer algebra svstems contain programs for solving
differential or difference equations of 3ome kind. The linear
equations  with variable coefficients are guite interesting in this
context, and will be dealt with in this lecture.

Let the coefficients of equations be in Some function field P
clozed with respect to an operation d/de (or N in the case of
difference equations). Let algorithm UL for finding all solucions
of the equations in some 1linear space L be known. We extend
for L not closed with respect to the operation of integration ( or
summation ). Let, for example, L be the rational or algebraic
function field, the quasirational function space, etc. How can we
construct.  all the solutions with their higher order derivatives
{ or differences ) in L with the help of OL ? This lecture
demonstrates two algorithms of this construction.” The role of this
result for equations with polynomial coefficients is discussed.
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APPLICATION OF COMPUTER ALGEBRA IN INVESTIGATION OF
DIFFERENCE SCHEMES STABILITY

SeI.3erdjucova
Joint Institute for Nuclear Research, Dubna

The state of affairs and perspectivea of application of oom-
puter algebra in the inveatigation of the difference schemes sta-
bility are diccuased:

ON THE DESIGN OF AN ARTIFICIAL INTELLIGENCE ENVIRONMENT
FOR COMPUTER ALGEBRA SYSTEMS

J. Calmet and L.A. Tjandra
Institut fiir Algorithmen und Kognitive Systeme, Universitit Karlsruhe, FRG

Knowledge Representation is the field of Artificial Intelligence (Al) that
studies how to represent and manipulate knowledge. We adopt the point
of view that algebraic algorithms are a special sort of knowledge which
is implemented in Computer Algebra Systems (CAS). This leads to
reformulate the concept of a CAS in the framework of Al

The first task was to design a general hybrid knowledge representation
system capable of accommodating mathematical knowledge. This task has
been completed and a system called MANTRA is available for this purpose.
The second task is to define the concept of Mathematical Knowledge. This
study is based on the definition of corputing domains (which are called
either categories or types) and on the inference procedure which permits
the system to ensure that a mathematical operation on a given domain is
valid. This approach leads to a feasible solution to the problem of type
inference in CA which is known to be undecidable (i.e. not solvable by a
universal algorithm).

Such an environment is well suited to extend the capabilities of CAS. For
instance, it is trivial to integrate graphics since the kernel of MANTRA is

based upon a graphical representativn of knowledge. The design of
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explanation or tutoring capabilities is straightforward since they are
simply built upon existing tools of the environment.

A short term goal is to embed an existing CAS into the environment. A
longer term goal is to design a computer algebra system better suited to
this environment and whose main features have been described by the first
author in /ntefligent Computer Algebra System : Myth, Fancy or Reality ?
In "Trends in Computer Algebra”, R. JanBen Ed., Springer-Verlag LNCS
296, pp. 2-11, 1988.

A PROJECT OF TOOL FOR IMPLEMENTATION
OF A COMPUTER ALGEBRA SYSTEM

A.V.Astrelin, E.V.Pankrat’ev, A.F.Slepuhin
Moscow State University, Moscow, USSR

The system {n progress is a tool for object-oriented lan-
guages creation. It consists of a kernel and a shell., The Kker-
nel includes basic operations available for diiferent objects:
crezting, deleting, copying, taking of an element and call of
them (theoretically not only subroutine or function but any
object can be called). All these operations can be extended
when new types are created; the types may be dynamically cre-
ated and they form a quasi ordered set. New types creating
operations are contained in the Kkernel too. The type hierar-
chies are needed for polymorphic function (i.e. functions with
tdentically names but different parameter types) creating.

The shell consists of libraries to be linked to the Ker-
nel. As a rule they contain new types and operations over them.
Even such functions as interpreter of an object (that allows to
write programs in a special language, not only in C language)
and a compiler creating such objects from text Information can
be among the library functions. All new created libraries must
satisfy some conditions.

The proposa! usage of system is development of easy adap-
ted computer algebra system on its base.
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ON THE SYSTEM OF COMPUTER ALGEBRA
OPERATING AS A PART OF POWERFUL
COMPUTER SYSTEM

M.v.Mikhayljuk, A.N,Sotnikov, A.A.Trushina
Institute of cybernetic problems
of the USSR Academy of Sciences, USSR

The analysis of modern approaches to the development of compu-
ter algebra systems operating as a part of powerful computer system
shows that the main user's requirements and consequently the
creator's efforts are concentrated on one side on the expansion
of the problems range to be solved usihg the computer algebra
system and on the other side on the ensuring of "friendly"
interface for working with them.

The success of the second trend demands the intellectualization
of means for working with system enabling in a rather simple way to
introduce in view new objects (for example in mathematical physics,
celectial mechanics and so on ) and to perform operations on them.

To a great degree this approach is realized through interfaces of
a "menu” type.

The works carried out at the Institute of cybernetic problems of
the USta Academy of Sciences in the field of analytical manipulations
are aimed at creating the basic components of the computer algebra
system operating as a part of powerful computer. They embrace a set
of instrumental means for creating the menu type system, basic opera-
tions on algebraic objects also in Boolean algebra and series theory.

Thie menu system enables the user to create a menu tree in an in-
teractive mode, provides all possibilities for moving along the tree,
connecting applied programmes to it and their run.

Basic operatoins include a software package for arithmetic opera-
tions with unlimited accuracy numbers and with Polsson series.

Working in the Boolean algebra allows to realize formulas manipu-
lations specified in various bases and to find minimal formulas for
certain classes.

As many problems of computer algebr. demand a rather big memory
capacity and much time for their solution, so the creation of com=
ponents of computer algebra system in poweriful computer environment
will surely expand their possibilities.
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ROOTS AND FRUITS OF DELIA SYSTEM
A.V.Bocharov
Program Systems Institute , Pereslavl , USSR
+ Optimum Integrated and Program Systems Inc.
Indianapolis , USA

DELiA emerged as a commercial successor of a prototype
personal SCoLAr computer-algebraic program [1]. Its
original root has been the geometric theory of differential
equations , including the theory of classical {2] and
generalized [3] symmetry.

But since its birth DELIA went through a long way
towards solving certain classes «f differential systems : so
presently it includes an elaborate simplifier/solver for
finite type overdetermined aystems. The thing to be included
into DELiA in the neareat future is the symbolic/numeric
interface including numeric solving facilities for
differential equations.

Still another thing to be included is a set of
integrability tests for ordinary and evolution differential
equations and systems .

The present state of DELiA and its nearest prospection

is discussed in the report.
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ON THE AUTOMATIC CONSTRUCTION OF REPRESENTATIONS
OF NON-COMMUTATIVE ALGEBRAS
Gilles Labonté
Department of Mathematics and Computer Science
Royal Military College of Canada
The problem of constructing representations of non-

commutative algebras is often met in mathematical physics, especi-
ally in domains as Quantum Mechanics, and applications of Lie
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/"Z/to solve

algebras. We have developed a mathematical algorithm
this problem when the algebra is specified by a finite presenta-
cion, that is, when it is defined as being generated by a set of
elements {xl, xJ,...xk) which are related according to a set of
polynomial eguations as

pi(X‘,X2,...Xk): 0 for i =1 ton . (1)

Thus, the problem is that of producing matrices MM, M which
satisfy Egs {(1). Note that the vector space carrying the repre-
sentation, as well as its dimension, is unknown at the start. Aall
that is perhaps known about the vector space, is that there exists
in it a {or more) vector with some desired properties, expressed
in equations as:

qi(x],xz,...xk) v=20 for i = 1 to m. {2)

Such conditions serve to specify which one of the various repre-
sentations of the given algebra one wants constructed. If no such
constrairt is giver, the algorithm will produce the regular repre-
sentation.

An overview of the algorithm will be presented. It will be
seen to be closely related to the Dehn’s and Todd and Coxeter’s
algorithms, which are well known in Group Theory.

Some examples of physical problems for which it is useful
will be given.

Footnote: Demonstrations and clonings of the program {in muLISP)
implementing this algorithm will be available.

1/ Labonté G.:"An algorithm for the construction of matrix
representations for finitely presented non-commutative algebras”,
J. Symb. Comp., (198%9).

2/ Labonté G.: "On vector enumeration®, preprint.

CONSTRUCTIDN OF ECONOMICAL COMPUTATION FORMULAE
IN COMPUTER ALGEBRA SYSTEMS
E.V.Zima
Facul. BMK MBU, Momcow
USSR

The situation whan the numerical saolution of a problem on com-
puter is preacemded by symbolic transformations is typical snough.
Soms of computer algebra asystems allow one to generate the programs on
a suitable programming language with the hulp of formulas which
are obtained as a result of symtoiic transformations. However the
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forsulaw which wa get in computar algebra aystems are usually un-
wiesldy and direct coaputat.ons on tham aren’'t wconomical, espacially
in the cass when computations on theas foranulas must be done in
cycle.

The praoblem af automatic ctonstruction of wconomical iterative
computation formulas is being considersd. A method for compariwsion
of quctions, calculated in the cycle with systems of recurrence
relations, which connect the next value of a functiocn with the
rasults of camputations on previous steps of the cycle was proposed
in » « A ganeralization of recurrence relations syatems class is
being considered. A special algebraic methods for construction of
auch relations are sitended that providss for increasing of computa-
tion economy. The methods faor generation of parallel camputational
pragrams with the help of recurrance relations systems ars bwing pro-
possd. The possibility of using these methods in the case of
symbolic computations is demonstrated. Bemicdes the implementation
of these mathods in the Mumath and Reduce-3.2 systems is explainsd.
¥any sxamples and programs are given.

Rafurances
1. Zims E.V. Automatic construction of systams of recurrence raela-
tions. Computat. math. and math. phys., 1984, Vol. 24, N 6,
p. 193-197.
Zima E.V. Transfarmations of exprassions associated with systems
of recursion relations. Moscow University computat. math and
cybernetics, 1985, N !, p.&0-Aé.
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INFORMATION SYSTEM
ALGEBRAIC COMPUTING SYSTEMS
FOR PERSONAL COMPUTERS
5.A8.Pritomanav
Chemical and technolayical institute, Dnepropetrovsk
USSR

We elaborated the information system Algebraic Computing
Systems (ACS) for the aim of collection and systematization of all
information about computer algehra and algebraic computing systems.
The system was written on FRED and realised in FRAMEWDRK-I1 packet
for perconal computers IBM PC/XT,AT and compatible with RAM 3512 K.

The ACS system contains:

=the information about algebraic computing sysateme and its

technical featuresy
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-carrarative features ot algebraic computing systemsg
—znocy 2! featyres of alaebraic computing systems for personal
camoubtares

—Asgeryintion af RIDCE-2.7 sy«ten for personel  computers IBM

AT anc compatint oy

- The ACS system atlow to create, correct and sort the databoses:

) =acktive npgerz catapace 1n Dovier Uniaon and foreigng

E —=amauter algebra reviews catatacses

-ag0rE ang ark.clec gatanase (fovietr ang forergn):

=symposiums 2nc conferences oatabase

: vepr may easy corrert ang moZidy the information  system with
own requrremants Jn ord rent fieios of paysics and mathematics. At
arezent tim2the systems Jriantate on the information about using the

comoiter aigeora in general relat:vity ang gravitation.

HECAS-2: NEW VERSION OF THE COMPUTER ALGEBRA SYSTEM
FOR HIGH ENERGY PHYSICS

5.N.Grudtsin, V.MN.Larin

Institute for high energy physics, Frotvino

USSR

H
3

The new version of computer algebra sysiem HECAS is described.

The general structure of system is represented, the possibilities
of earlier versions are listed. Some more Jetailed is discussion
of the new possibilities: calculation of the derivatives in
vector, covariant differentiation, traces calculation from
y-matrix products in N-dimensional space (dimensional
regularization), working with tensor components and user
. noncommutative variables, new service, etc.
; Special attention wes paid to  important component of :
practically any CAS - the substitutions. New types and new ﬁ
{ management mechanism for substitution (at user 1nstructions '
level) were introduced into HECAS-2, s0 system flexibility was
essantially increased.

The construction principle of two-level CAS and. perspectives
of further development of system (version HECAS-3) are shortly
discussed in the final part of that communication.
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INTEGRATED SYSTEM INTERCOMP
AND
COMPUTER LANGUAGE FOR PHYSICISTS

S.N.Grudtsin, V.N.Larin
Institute for high energy physics, Protvino

USSR

1t is described the general approach to physical software
integration, development history and modern stage of INTERCOMP
system, containing a large set of language and program means for
description and computer analysis of physical models. The system
has a high level interpreted language and includes a powerful
analytic calculation subsystem, numeric algoritnms library.
relational DBMS, graphic package, ediltor and text processor. It
allows to describe all stages of physical problem sclving (such
as analytical stage, seiection of experimental data required,
numeric analysis, text and graphic representation of results) as
united compact program, written in one language, convenient to
study and use. Relational DBM5S and resident compiler aliows one
to hold, select and execute the INTERCOMF programs. This cpens
the possibilities to create the "Physical Models Bank” as system
of data and algorithms with complex mutual relations, which can
be independently maintained and dynamically connected.

Some more detailed is the description of analytical
calculation subsystem HECAS, which is most important and most
"ncnstandard” part of the system. It has high efficiency and
large language possibilities, it 1is widely used by physicists,
and may be a thing of indspendent interest.

ALGEBRAIC FROGRAM PIRAC ON IBM PC

A.B.Grozin
Institute of Nuclear Physics, Novosibirsk, USSR
H.Perlt
K.Marx University, Leipzig, GDR

The program DIRAC for algebraic calculations with polynemials
and tensurs [1,2] was recently adapted for IBM PC compatible personal
computers [3].

it is compared in time and storage efficiency with REDUCE [4]
and muMATH [53 on these computers. Results of the polynomial algebra
test arw shown at the figure. muMATH appeared to be the less effici-
ent system (it is seen to prefer powers of the form 2"). DIRAC is mo-
re time efficient than REDUCE on polynomials up to 4 variables. REDU-
CE uses storage much less efficiently: stars on the figure dencte
that the lines can’'t be continued due to the lack of storape.

As a tensor alsfbra test, expressions

]

2. L
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wer: calculated {(the bar means averaging over =z directions, n is
even). DIRAC worked for n=4 -~ 0.4 sec, n=b - 5.4 sec, n=8 -~ 390.8
sec, REDUCE n=4 - 12.1 sec, it can‘t calculate the 4-th derivative
due to the lack of storage. muMATH with SYMBOL-HIT package [&61 can't
calculate the 3-d derivative,
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2. A.B.Grozin. Proc. Int. Conf. on computer algebra and it's applica-
tions in theoretical phyvsics. JINR D11~-85-791, Dubna, 1985, p.7b.
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COMPUTER-INTERACTIVE SYSTEM FOR CALCULATION OF
PARTICLE COLLISION CHARACTERISTICS AT HIGH ENERGIES
E.Boos, M.Dubinin, V.Edneral, V.Ilyin, A.XKryukov,
A.Pukhov, A.Rodlionov, V.Savrin, D.Slavnov, A.Taranov
Research Institute for Nuclsar Physics
Moscow State University, 119899, Moscow, USSR

At present time new generation of accelerators (1-10 TeV)
are under construction. Theoretical foundation of its physical
program is an important part of the whole accelerator project.
This foundation contains the detailed computation of basic
characteristics for all possible collision processes and
decays necessary for the reliable 1identification of the
interesting processes and separation them from the background.
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Developed scftware exists for some components of high
energy physics calculations. The symbolic computation systems
REDUCE, MACSYMA, MAPLE, a number of programs for numerical
calculation and Monte-Carlo simulation can be wmentioned.
Unfortunately these programs are not connected with wesach
other. Only highly qualificated user is able to use them in
the full scope. Therefore the creation of a system which joins
symbolic and numeric computation, plots etc. (from Lagrangians
to cross-section) under interactive user shell is necessary
for HEP investigations.

We emphasize some features essential for this task.

1. There 1is a large number of theoretical models for
the particle interactions at the TeV energies (Standard
Model, nonstandard electroweak models, compositeness, BSUSY,
GUT, etc.). Therefore the system should contain some standard
models and give user a possibility to change these models or
to create a new one.

2. A large number of Feynman diagrams appears for every
physically interesting process. For instance, in the Standard
Model the number of vertices is 72 and the number of diagrams
for the 2-->3 processes can be close to 1000. Furthermore
thers are several background processes for every one under
consideration. Therefore the task consists of the large number
of simple similar calculations and the system must be very
fast 1f we want to work in interactive node.

3. The 1lowest order of perturbation theory is only
necessary in +the task. One can also use the limited number of
exclusive processes (subprocesses) types: 2->2, 2->3 (probably
2->4), 1->2, 1->3, 1->4. A limited number of final
characteristics (cross-sections, asymmetrics and decay rates
in formulas and plots) is needed of interest.

4. The user interface should be simple with the
implications of +the wsll-known high energy physics notations.
The knowledge of computational technigques and programming
should not be necessary for the user.

We present CompHEP the interactive system for
above-stated task. In the framework of the CompHEP project
the following possibilities are realized now:

1) choice of the model lagrangian;

2) selection of ths process (and subprocess);

3) generation and graphical representation of Feynman
diagrams;

4) construction of analytical expressions corresponding
to the diagrams;

5) symbolic calculation of the squared matrix element.

SYMBOLIC COMPUTATIONS SYSTEM ON PERSONAL COMPUTERS
FOR BOOLFAN ALGEBRA
S.V.Kolyada
Glushkov Institute of Cybernet:cs, Kiev, USSR

Boolean algebra as scientific discipline has a few features. It
is a pure mathematical theory and, on the other hand, an applied ma-
thematical theory too. Boolean algebra is applied, for instance, to
improve intelligence of software, to automate theorem proving as it
can be used to model situation analysis and decision making.
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Computer algebra system for boolean algebra (APAL-PC) allows to
write and process logical formulae in usual manner. The system APAL-PC
consists of the following components:

- standard functional bases { 0,1,&,v,n ) and ( 0,1,+,% ) for witing
formslae;

- standard systems of relations for each standard functional basis,
each of the systems is applied for usual boolean algebra formula pro-~
cessing;

- a set of operators for formula processing. These operators can be
used to evaluate, order and expand formulae, to move brackets in for-
mulae, to transfer formuiae from one functional basis to another equi-
valently, to prove equivalency and graphical identity of boolean for-~
mulae, to apply relations and systems of relations, as well as to copy
and substitute into formulae;

- control tools - operators to save and restore results for given num-
ber of processing steps and the set of canonical forms.

The system APAL-PC is designed for IBM PC personal computers on
the basis of the programming language C and universal formula proces-
sing tools which are developed at Glushkov Institute of Cybernetics by
A.A. Letichevsky and his colleagues. The experience of development of a
similar system APAL-ES (APAL-ES implemented in 0S/360 environment) is
taken in consideration in designing of the system APAL-PC.

SYMBOLIC MANIPULATION IN THE UNICALC SYSTEM
V.E.Dmitriev, A.L.Semenov, I.E. Shvetsov
Comput ing Center of the Siberian Division
USSR Academy of Sciences, Novosibirsk

Computational models (1} based on the concept of subdefinite ob-
jects allow a new kind ol programming systems to be created by means
of constructing functional networks and their subsequent data flow
interpretation. The UNICALC system [2] intended for solving joint
systems of equations and ihequalities on IBM PC -compatible personal
computers is implemented on the basis of these models.

A user of the system is provided by a multi-windowed editor for
data input and editing and by a menu to choose necessary commands. To
initiate a pracess of calculations, a system of equations and inequ-
alities (which may have three types of subdefinite variables: inte-
ger, real, Boolean and integer and real constants) should be entered
and an accuracy of calculations should be defined. The results are
either exact solutions, or intervals which the solution belongs to.
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In the framework of the UNICALC system symbolic manipulations
are currently carried out at the stage preceding calculation. Since
all the equations and equalities are translated into the net repre-
sentation before being calculated, a size of the net sufficiently
depends on both a number of the equations and inequalities and a num-
ber of their variables. Thus, efficiency of calculations may be rai-
sed by means of similar term reduction, extraction of common factors,
selection of common subexpressions and by decreasing a number of the
equations and inequalities by analytical solution of some equations.
These actions are performed by a symbolic manipulation processor con-
sidered in the paper. This processor allows all the equations and
inequalities to be presented in a special form, being a variant of
Cantorovich schemes, and then a calculator transforms these schemes
into a net representation. Further the system intends to integrate
numerical and symbolic capabilities in a scientific computing system

References

1. Narin’yani A.S. Subdefiniteness in knowledge representation
and processing systems. - [zv. AN SSSR. Tekn. Kibernetika. - 1986, N
5, P.3-28. (in Russian).

2. Shvetsov 1.E. Programming environments for subdefinite
models. - Construction of Intellectual Programming Facilities.
Novosibirsk, 1988. - p. 124-136. (in Russian).

EXPERIMENTAL SUFTWARE TODL FOR DEVELLRING COMPUIER ALGEBRA
SYSTEMS FOR “PRAVET{-16" MICRUCUMPUTERS
M. M. N1sheva-Favlova
Department of Mathematics and Computer Science, Sofia University
Bulgaria

In the last years computer algebra systems (CAS) have been
widely used 1n science, engineering and education. In many
countries CAS have been applied 1n teaching mathematics in the
secondary schaols and un:versities.

The paper examines some problems of the application of CAS 1n
research, design and education. Some difficulties concerning the
application gt existing CAS in these fields are discussed and a
project of an antelligent software tool for develaping computer
atgebra systems for ‘"Pravetz-16" compatible microcomputers is
presented. The design and the implementation of the experimental
version ot this 1nstrument computer algebra system are described.

The functional facilities of the system include some means
for performing the folluui?q main mathematicsl operations:
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- 1nt1nIte precision integer and rational arithesetaic;

- polynomial arithmetic)

- tormal difrerentiation)

- defimition of substitution rules 1n algesbraic exprassions)

- automatic ang user—dri:ved algsbra:c s:aplifications

- computation of aigebraic expressions.

Some possibliities for rational and elesentary transcendental
function manipulaticon and some grapfic means are provided too.

fhe user's work with the software tool 1s supported by some
proper wmeans +or filling the system knowl edge base with
1nformation about new mathematical object types and new symbolic

manipulation rules and algorithms.

MAS
Modula-2 Algebra System

Heinz Kredel
University of Passau,
Innstrafie 33, D-8390 Passau, FRG

December 13, 1989

The MAS system is discussed with emphnsis on two points: the non- commautative
polynomial ring package and the symbolic-nxmeric intetface.

MAS is an experimental computer algebra system combining Modula- 2 program
development, a LISP interpreter with a Modula-2 like language. MAS further
supports generic functions and access to the comprehensive ALDES/SAC-2 alge-
braic algorithm libraries by G. E. Collins and R. Loos. Current implementations
run on an Atari 1040ST / GEM-TOS, and IBM-PC / MS DOS (cr compatible).
1t is completely written in the programming language Modula -2,

We will discuss the implementation and usage of a package for arithmetic in
non tative poly jal rings of solvabe type. Such polynomial rings
have been defined by A. Kandri-Rodi and V. Weispfenning and include c.g.
enveloping algebras of Lie algebras. The package allows the computation of left
and two -sided Grobuer Bases with respect to varions term orders, which can be
specified also by linear forms.

We describe 8 symbolic~rumeric interface between MAS and parts of n nu-
merical program library  developed by  G. Engeln-Muellges an-l F. Reutter.
The interface allows not only o call numerical programs from MAS, but moreover
it is also possible to call symbolic MAS routines from the numerical programms.
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USER-FRIENDLY FEATURES OF ORTOCARTAN
Andrze) Krasinski
N. Copernicus Astronomical Center, Polish Academy of Sclences

Bartycka 18, 00 718 Warszawe, Poland

The talk will dlscuss the algorithms of those parts of the
ORTOCARTAN system [1] whose counterperts in other systems tend to
cause troubles for the users. The purpose of the talk will be to
present to other programmers the already tested solutions to those
probleas. It willl concentrate on two of those solutions:
differentiation and substil;utions. ORTOCARTAN has the chain rule
for dlfferentintion bullt-in. Consequently, if a function depends
on a variable x not directly, but through a chain of secondary
quantities, e.g. f{g{u({x}}}), then ad—:- = fg g, u, will be calculated
automatically. This is often a problem in other systems (referen-
ces omitted in order to avoid negative advertising). In ORTOCARTAN
the difficulty is solved by storing the arguments of each function
in its property list and by a simple use of recursion.

Each substitution 1s automatically followed by au algebraic
simplification. This principle should in fact become an axiom of
algebraic programming because the only purpose of substltutions Is
to cause simplifications. ORTOCARTAN's substitution package was
optimized so that it avolds unnecessary copying of the list struc-
tures and simplifies the résult beginning with the level where the
substitution actually occurred. It 1s apparently elther the single
or one of very few worklng systems that can do pattern-matching.
The baslc ideas of the substitution algorithm will be presented.

Reference *

{1] A. Krasifiski, in International Conference on Computer
Algebra and Its Applications in Theoretical Physics. Edited by N.
N. Govorun, Joint Institute of Nucieamr Research, Dubna 1985, p.

50.
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STENSOR, a System for Tensor-
and Noncommutative Algebra

Lars Hornfeldt R
Physics. Univ.of Stockholm, Vinadise 9, S-113 16 S1ockholm, SWEDEN

STENSOR i~ a computer algebra system devoted to tensors with symbolic indices and
nonconmuting objects. During 1 intense years the follewing unique features have evolved:

<Full Simplification of Symbolic Tensor Expressions
-ie with symbolic indices on tensors. Any index synnnetries are allowed. and consequences
understood. e2 that: 3, 5% = 0. if (A)S are (anti)symmetric respectively,

«Noncommutative- and Operator Algebra
Handling octonjans. Clifford/Grassman algebra. Poisson brackets. variations. difforins...

«Kaluza-Klein, Supergravity, Spinors
Splitting into any number of subspaces, multiple indextypes/conventions for these sub-
spaces. Fiertz-1ranslormations, gamma algebra and trace for any dimension/metric....

«Sum-Substitutor fully Exploit Trig- and other Sumrelations
Lg —cas®rain’r + cosr — cos?rsinTr 4 sin'r = sin’'r 4 cos®r. Qther systems tend to-
wards pure sin (or cos) results, while STENSOR retarns the minimal mniixture! From the
eyclic Riemann symmetry (sumrelation) STENSOR derived the seemingly new identities:
RjitBetmn Runnsy = ARyt Rysconn Rimtn = 283p60Ritin 8y0mn from the (accidental) LHS inpat.
The two reformulations must be among the mosl ‘creative’ responses in computer algebra!

+Generate Tensor Algorithms for Component Computation
From symbolic formulae.algorithms are generated (hat compute tensor components ollen
faster than handcoded dlgnmhms lh])(‘(ld“\ this is done in symbiosis with the relativity
systel SHEED.

«Disk-Bucketing for Multi - Million Term Calculations
Expression parts (buckets) can be antomatically shuflled to/from disk at need. So was
the general Ricci-tensor in 5 dimensions computed; g hanl 263598 terns, exceeding og
Reduce/Maesyma capability by orders ol magnitude. Time was a reasonabie 100h. with a
negligible part spent in disk i/o, so much larger calculatious than this are possible.

The last item above is provided by one other system too: Schovnship, The other featares
are elsewlhere offered only partly or not at all.

User interface: slormulainput close to texthook conventions, eDo-What-F-Mean
toplevel with menus. eltistory and maodification mechanism a la unix esheil. oOn line help
that looks up appropriate documentation. sExtensively commented lectures/demos that
vou step 1hrough interactively. oA TEX-mode cause STENSOR creale a session file you
can send directly to TEN-the handiest way to produce papers, oUser guide, which was
produced hy STENSOR in its ‘TEX-mode. sReterence minual 120 p. «STENSOR/SHEEP
can run alone or inside REDUGE. fully exploiting its features like GO and factoring.

Machines: VAX Unis or VMS, ORION (HLH ). SUN. Atari ST, Amiga (untested).
Also on the 8500 Mari ST 1040 4+ hard disk, STENSOR can with disk-bucketing still
handle millions of terms. more than conventional systoms on a mainframe! Versions for
Acorn machines are plauned: the BBC + NS32006 coprocessar, amnd Meorn Arehimedes,
May now also v on PSL-disp, for eg APOLLOL CRAY and THASB090 machines.

Literatare: Beside guide + manual see Springer-Verlag Lecture Notes in Computer Seience

Vol 720270290 LUROSAM 1970, ed Ngg) “ .\ System for Automatic Generation of Tensor..”

VOL L Lp IS8 1950 EUROC AN 198204 Calmet) ™\ Sumesabstitntor used as Trigonowmet..

amdl o Tnternational Conlerences on General Relativity and Gravitation: GR12.11.0.8,
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ALGEBRAIC PROGRAMMING SYSTEM APS-1

J.V.Kapitonova, A.A.Letichevsky, S.V.Konozenko
Glushkov Institute of Cybernetics, Kiev
USSR

APS system ic intended for creating of environment and
mechanisms of applied problems solving, which involve functional,
algebraic and logical programming as tools. The main idea of APS is
to the use of algebraic objects to represent data and knowledge about
subject domains and to use rewriting system technique for data
manipulation.

The APS-1 version of the system is implemented in c¢ language cn
IBM PC compatible computer. Source language of the system is
algebraic programming language APLAN which makes it possible to
combine algebraic and procedural programming: rewriting rules and
efficient strategies for their application.

Experiments in the system were carried cut in such subject
domains: algebra {(polynomials, analytics, algebra of logic, free
groups), computer logic (solving of problems on relational models,
solving of boolean equations), discrete systems {(Petry Nets, systems,
defined by means of productions), set theoretical models of subject
domains. '

System is developed on followed directions:

- increasing of algebraic programming language possibilities of
expression and adaptation for various subject domains;

- creating of mathematical models of subject domains and solving
problems on such medels’”;

- implementation of tools for optimization of algebraic programs
by means of mixed computations (transformation of interpreters with
rewriting systems into C programs).

Comparison with well known systems (MACSYMA, REDUCE e.t.c.) show
that APS is tool, in vhich along with more universal techniques of
data structures creating and computations the high efficiency of
problem solving in specialized environments can be achlieved.

References
1. JI.V.Kapitonova, A.A. Letichevsky, About constructive mathematical
descriptions of subject domains, Cybernetics, NS, 1987, pp.17-25.
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ONEPARTICULAR CODE FOR POLYNOMIAL MANIPULATIONS

J. Obdezglek
Faculty of Mathematics and Physics - Charles University
Ke Karlovu 3, 121 16 Prague, Czechoalovakia

For the general symbalical manipulstions, the list form of coding is usually used; namefy, the
expression £ - 6abd is coded in & form fike
2% % 2% % L% -% 6% % 2% *% b% "% 4%, cesp.
a% 2% * L% "% 6% 2% % 4% *% d% *% -%, uvsingRPN,
where the symbo! % represents a pointer to the next atom. This is the case of REDUCE, mu-Math etc.
Handling polynomials only, more compact manner may be used, An example is in POLYMAN
[1], vsing for the shove mentioned expression code

1.000 2 1 0 0
-6.000 1 1 0 1
0.000 [4 0 0 [

i.e. ench term coded by one real coefficient and set of integers giving the exponents by corresponding
variables, Terms are ordered lexicographically, a zero term denoting the end of the polynomial. This
manner is speed increasing and space saving, both factors being crucial for small computers. It is
supposed that the number of varisbles ix limited and kept fixed in frame of one calculstion. Sophisticated
methods can be used to overcome “compatibility probiems” when cheining more calculations together.

Particulsr physical problem presented by Cordts, Deus and Frei [2] fed to an evalustion of the
determinants of marricas M, M2, M3 Elements of 24 * 24 mairix M sre taken from + 50 different
symbols A )..Hg. Symbols A..H have to be further expressed as simple polynomiats in 10 varisbles a.b...
This problem has been solved by a program written in PASCAL, handiing homogeneous polynomials of
limited degree (here 3) in many (50) varisbles coded as

1.000 i 1 2
-6.000 1 2 4
0.000 0 0 o,

i.e, each term coded by one real coefficient and three integers denoting the ordinal number of the varisbles
making one term of the homogeneous polynomial (of the degree of 3, in this case). Terms are ordered
lexicographically, zeco term denoting the end of the polynomial.

This form of coding ensbled even an &-bit microcomputer BBC Acorn to perform rather large
symbalicaf calculations connected to the topics of [2].

References:

1) Obdeslek J., Lokny J: POLYMAN - & syatem for polynomials. CPC 50 (1988), 255,
[2)  Corks W., Deus P., Frel V.: An extended dynamic Kesting matrix of the caalcopyrite Isttice.

Czach J. Phys. B3S (1985), 1346-1354,
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FORMIS — AN INTBRACTIVE SYSTEM OF ANALYTICAL CALCULATIONS

A.Yu, Zharkov, B.L. Faifel
Saratov State University, 410600 Saratov, U.S.S.R.

In the present work FORMIS (Formula Manipulation Interactive Sy-
stem) which is an interactive superstruoture of the well-known PL/1
- FORMAC system is desoribed. In the proposed FORMIS system BC-7920
devices are used; it can operate both in the PRIMUS enviromment and
in the 0S IBM environment (in the batoh regime).

The input language of the FOBRMIS system consists of two subsets:
the symbolic subset including the FORMAC system statements and fun-
ctions for symbolic calculations, as well as the command environ-~
ment which is a2 BASIC-type language. FORMIS works in the interpre-
tation regime which enables to eliminate macrogeneration, ocompila-
tion and linkage edition steps and facllitates communication with
the system.

The main statements of the FORMIS command environment are S8BT,
PRINT, IF, GOTO, FOR, NEXT, CALL, PROCEDURE, LOAD, IELETE. SET isan
assignment statement for the command environment variables. PRINT
realizes output of ocommand variables. Bach statement can be label-
led; any combination of letters and diglits not exceeding 8 symbols
may serve as a label. GOTO realizes an unconditional branch to a
label while IF is used for a conditional branoh. FOR and NEXT are
used for loop organization; CALL and PROCEDURE organize a call for
procedures; LOAD and DELETE are used for dynamic loading and delet-
ing procedures. Oommand variables have the integer type not exceed-
iag 2 in absolute value.

ither. entering a prooedure by CALL the command variables environ-
ment is being generated anew while the o0ld one is stored whioh en—
ables to organize recursive procedures.

Possidle recursion depth is limited only by the dimensions of an
acoessible region of the main storage.

Command variahles may be used 1n symbolic expressions, in this
case they must be double-quoted. FPor the comparison of two symbolic
expressions, IIENT and EQUIV funotlons are used in the described
FORMIS system which return the integer values - 1 and 0 = in the
oase of identity and difference of their arguments, respeotively,

COMPUTER ALGEBDRA SYSTEM FOR PERSONAL COMPUTER ON FORTH
E.N. Kruchkova
Altay politechnic institute, Darnaul, USSR

It is a consideration of Forth's possihilities as a programming
tool for pwrsonal computsrs system of computer algebra. The use of
Forth allows to real’ze e computer algsbra with maximum misple ip
the following way:



1) some mode variable's dsclaration in program provides the
creation of corresponding vocabulary entry, in consequense of it
the system would be suitable for ths context in which prograsming

data appears;

2) a value of each analytic variable is kept as a Reverss
Polish Notation, it corresponds to Forth’'s principles and allows
#sasily to realize all data opsrations;

3) any declared variabla used in program will cause appwarance
of this valus address on the stack, since this address is kept in
code field of corresponding vocabulary entry baoth during the
declaration ( reference to own name field ) and in sxecuting
(reference to the calculated value );

4) each opsrator type ( assignation, differentiation, etc.)
corresponds its vocabulary; switching fi-om one operator to another
one is performed by switching over to corresponding vocabulary;

5) there 1is every operation symbol ( + , — ets, } in all
vocabularys and code opsration field has data processing in
accordance with their mode (integer, symbolic, etc.? and operator
type;

&) any operatian appearance provides the axecution kept in code
field of this current vocabulary.

System’'s realization on Forth enables the user to change, add or
deleta any system part adapting it to a required applimed field.

SOME ASPECTS QF SYMBOLIC MANIPULATIONS CONCEPT
IN THE SYSTEM FOR SYMBOL-ANALYTIC TRANSFORMATIONS SANTRA-2
I.B.Shchenkov
Keldysh Institute for Applied Mathematics,
The USSR Academy of Sciences, Moscow
USSR
The specific feature of the Santra-2 system is that symbuolic
manipulations means inhering in the implementation languages of such
advanced systems for analytic computations as Macsyma and Reduce are
included at the source language level. These means take an
intarmediate place between Refal language statements and
mathematical recurrence relations and have facilities of them both.
They provide universality of analylLic computations due to primary
nature of symbolic manipulations. The source language with such
features provides adequacy cof mathematical objects representation in
various forms.
The symbolic manipulations means giva the system such
nroperties as
- posgibility for creation of problem-oriented packages with
complex data structure;
- data abstraction support dus to some way of generalised pattern
matching;
- prssibility to create additional superstructure scurce languages.
Superstructure language example is source language of Dislan
system for differsnce scheems construction on irregular nets. Every
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constructed escheem is represented by Fortran program for
coefficients of this scheem computation. The system Santra-2 is also
in uee for nonlinear differential equations group properties
investigation.

Implementation language of the system is Refal. It allowes to
apply supercompiler methods developed by V.Turchin both to programs
written in the source language and to the system description itself.

The system is implemented on IBM 370 computers and on IBM PC XT
& AT.

VIERAN IMPLEMENTATION FOR PERSONAL COMPUTER

R.Kulvietiene, G.Kulvietis
HCLI, Vilnius, USSR

For Vibran implementation was used the Microsoft Fortran
Optimizing Compiler for the MS-DOS operating system, which ge-
nerates faat, efficient native code, The compiler includes the
following possibilities: a choice of miltiple and mixed memory
models; math support, including floating-point emulation, co-
proceasor support; large program support.

Vibran uses one floppy disk,which consists of Vibran inter-
preter, object code library and fortran-code generation prog-
ram. The vibran version is fully compatible with eurlier ver=-
sions for ES and CM computera.

PREPROCESSOR “ALGEBRA-88” IN THE REPRESENTATION THEORY
YU.P.Razmyslov, V.V.Borisenko

Moscow University, Department of Mathematics, USSR

One of the main problems in the theory of representations is
investigation of linear operators, presented by formulas in
some fixed elementary operators. To solve this problem using
computer we divided it in three parts:

(i) to create a library of subroutines realising actions
of elementary operators,

(ii) to write programs realising operators, présented by
formulas in elementary operators,

(iif) to find eigenvalues and factors of characteristic
polynomials of such “compound” operators, to solve systems of

linear algebra'lcal equations with these operators, etc.
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The authors have created the FORTRAN-preprocessor executing
the second step for algebraical formulas in vectors and opera-
tors (formulas written in the form used by mathematicians).

We suppose that each elementary Iinear operator s presented
by a subroutine calculating the Image of any given n-vector.
The preprocessor transforms strings of the shape <vector> =
<expression> , where <expression> is an arbitrary formula in
vectors, operators, polynomials in vectors and operators, signs
“+”, “~" and "+”, into sequences of CALL-statementes.

The preprocessor enables one to define different parameters
of representations, to work with arrays of vectors, para-
metrized operators, polynomials,etc.

The text of the preprocessor consists of about 2000 lines in
the C programming language. The program can be easily modified if
one wants to use C instead of FORTRAN.

The authors use the preprocessor together with a package of
programs for representation theory, including programs for com-
putation of eingenvalues and factors of characteristic
polynomials in the spirit of the Lancosh method and the
conjugate gradient methrod. All algorithms are based on
computation of images of vectors under operator action and do
not require the full matrices to be stored in the computer
memory. A size of necessary memory linearly depends on a
dimension of representation. It makes possible to deal with
large dimensions even on mini-computers {e.g PDP-11/70).

ON A CONCEPT OF KNOWLEDGE REPRESENTATION ON METHODS
OF INVESTIGATION OF DIFFERENTIAL EQUATIONS.
A.V.Bocharov & D.L. Shishkov
IPS AS USSR,Pereslavie-Zalessky, Mech. ~math. MSU,Moscow, USSR

Programs are widely spreading nowadays based on
consulting techniques connected with a certain knowledge
base and with certain input data processing as well as with
previous experience on analogous problenms.

We pesent a progress report on an approach to
development of a knowledge base on the methods of exact
analytic and algorithmic 1investigation of differential
equations systems on computers. A feasibility of building
such a knowledge base with frames and rules of Personal
Consultant Plus type is discussed.
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Each frame i3 a structure, including the Ffollowing
principal objects : Goals, Parameters, Variables, Rules,
Meta-Rules and Functions. We discass in more detail the
semantics of these objects in the context of the
differential equation theory. The Goals associate here with
the Strategies for investigation of differential equetion,
Parameters are associated with certain Features allowing to
classify the equations as belonging to certain type, class
or subclass and so on.

The theory of differential equations knows many
assertions on solvability and resolution algorithms for
differential equations which far from being exact theorenms
are still valid sources of likely conjectures ( liable to
verification in each particular case). This allows to attach
to each frame together with the exact algorithms also a
finite number of viable strategies, for solutions of
equuations, and this attaching may serve as a base for the
work of a deductive machiue.

A GEOMETRICAL APPROACH IN TENSOR ALGEBRA COMPUTER
MANIPULATIONS .
V.1lyin, A.Kryukov, A.Rodionov, A.Taranov
Research Institute for Nuclear Physics
Moscow State University, 119699 Moscow, USSR

There are well - known problems in tensor algebra
manipulations when tensors have a symmetry group, and/or dummy
indices are used, and/or linear identities (Bianchi ones in
the case of Riemann tensor for example) are presented. The
problems dus to symmetry and dummy indices can be solved in
the combinatorial approach. This problem may be formulated in
terms of double cosets in symmetric group (refs /1,2/).
However linear identities can not be treated similarly since
the linear operations may be implemented only in the group
algebra of a permutation group.

We suggest a geometrical approach to formulation and
solution all of the problems. A linear space is constructed
for this purposes. A point of this space corresponds to a sum
of tensors with numeric coefficlenta. We name this sums as T-
expressions. A linear identity «<an be treated now as a vector
(designated as I below). It can be easily verified that two T-
expressions are "equivalent” (one may be <transformed into
another using the identity) if the difference between the
corresponding vectors is proportional to the vector I. Let us
designate the orthogonal to I subspace as Vp. We conclude that
the orthogonal projection to subspace V. solves problems due
to the linear identities.

Note that symmetry group relations and ones dus to dummy
indices can be preaented by some vectors. In other words these
relations may be viewed as linear identities. There are a
number of vectors (identities) I,,...,I, and corresponding
orthocomplement V in this case. Now we can formulate the main
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conclusion: the orthogonal projection to V. solves all tensor
manipulation problems due to a group symmetry., dummy indices
and linear identitles.

Let us make some remarks about the algorithm, which is
induced by this conclusion. The task is reduced to orthogonal
projection in our approach. Such projection may be implemented
via scalar product calculations only. Operations connected
with scalar product may be performed with high eiriciency and
can be easily vectorized or parallelized. It can bs added
that in applications group symmetry coefficients and identity
ones are rational numbers often. In this case the rational
(indeed natural) arithmetic is used in our algorithm only.

Note that tensor manipulations are faced with other
problems, like term reduction for example. This problem can be
solved by transformation from the linear space to a
corresponding projective space. The subspace Vy will have an
image in this projective space and the orthogonal projection
to Vr wii.l have a corresponding analogue too. There are
similar natural development of our approach for some other
camplicated features in tensor algebra manipulation.

References:
1. Hoffman C.M., Group-Theoretic Algorithms and Graph
Isomorphism, Lect. Notes in Comp. Science, 136.
2. Rodionov A.Ya, Taranov A.Yu., In Procesdings EUROCAL'87,
Journal of Symbolic Computation, (to be published)

ON A DEFINITE INTEGRAL OF THE PRODUCT OF TWO POLYLOGARITHMS

K.S. Kolbig

CERN, European Laboratory for Particle Physics
1211 Geneva 23, Switzerland

As a result of progress in non-numericai computing, especially symbolic algebra, it is becoming

increasingly possible to replace the method of numerical quadrature, widely used for the evaluation of
integrals occurring in scientific and technical applications of computers, by representations in closed
form (finite and infinite). For indefinite integrals of elementary functions, the Risch algorithm is an
established part of most symbolic algebra system. However, for indefinite or definite integrals of

special functions, only partial results are available (apart from reference 1o integral tables),

Even if one considers only definite integrals involving special functions, the absence of a

generally applicable method is hardly surprising in view of the disparate techniques used for their
evaluation and the widely differing forms of the results to be found in the tables. We shall ilfustrate

this by means of the integral
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o
Ihm(@,0,0.5) S x@=1 Liy (-0x) Lig(-axt) dx
o

(mn€ N 0006 .r$0 & R), where Lig(z) is the polyloparithm. In the degenerute case
n =m = ] this integral reduces o0

o
I (0,05 = S x&1 In(1 + ox) In (1 + @x) dx.

o
(The g ! result, obtained by resid Iculus, and some special cases, have been published

clsewhere.) The talk will present some other special cases and discuss the use of symbolic algebra to
simplify sub-expressions, “epresent infinite series in terms of known functions, etc.

Svamporic INTEGRANON (N CoMPUTrR ALGESRA
Mannel Bronstein
IBM Research Division

T.1.Watsou Rescacch Center
Yorktown Heights, NY 10598

USA

One waajor goal of symhalic integrators is ta determine nnder what cirenmstanees the integrals of
the clementary functions of ealeulus ean themselves be expressed as elementary fanetions, While
using tables and the ad hoc dricks taught in calenlns conrses ean have some limited success, a
decision procedure is necessary inall but the most trivial cases. The first complete aigaritiun for
sobving this problem was presented by Risch /' jn 1969, but its complexily, specially when alge-
braic functions are present in the integrand, has prevented i from heing fully inplemented. Over
the past 20 years, th Risch integration algoritn has beetr completed, extended, and improved
to such a point that recent computer algebra systems can integrate clementary lunetions without
using any of the heuristics traditionally taught in caleulus conrses and used by older systems. In
this talk, we give an overview and description of the algorithms wsed i the Seeatehpad symbolie

integrator, aud illustrale them with fntegrals drawn from the physical seiences,

/1/ Q.Risch. The Prodlem of Integration in Finile Termes, Transactions of the Awerican Math-

cmatical Society,139, 167 189,
/2/ R.Risch. The Solution of the Prodlcw of Inlegredion in Finite Terms, Bulletin of the Amer-

iean Mathematical Society, 76, 605 G08.
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ANALYTICAL APPROXIMATE SOLUTION OF SINGULAR ORDIK*RY DIFFERENTIAL
EQUATIONS
K.Hantzsohmann, N.X.Thinh

Wilhelm-Pieck-Universiift, Rostook, GIR

The main problem of the computer exalysis consists.of finding of for-

mula approximate solutions, which should bs adepted to the proper-

ties of the problem, aimple and trensparent. This includes in any

cagse error boundaries which are evaluated completely by the com~

puter.

For the approximate solution of ordinary differential equations the

following method has proved a success: the approximation tekes place
, in two etepa. In the firat step the given problem will be adapted

by a suitable chosen neighbcur problem, whose closed definable so-

Iutiona form the base for the approximate eneatz.

We consider the initisl velue problem, @

Ley) = Ex"k"cx)y B mo ocxséh

yl“‘b) - fi=ohiken),
where x=0 is the regular singularity. In the step of adaption an
Euler’s differential equation will be determined, which should re~
flect the behaviour of the solution in the neighbourhood of the
gingular point qualitatively good. Various algorithms result in de-
pendence of the chosen adaptive criterion, With the fundamental so-
lutions of these Euler’s differential equations approximate molu-
tions will be determined in usual sense by various approximate cri-
teria in the atep of approximation. In this psper some of these al-
gorithms will be presented. Good results cculd be achieved by diffe~
rent typea of differential equations in the step of adaption too.
These allow an extended ratioral approximation.
For error representation and error estimation we use the formula
determinable Green’s function of a neighbour Euler’s differential
opsrator k-th order. For the error function fayn-y of the approxims~
te scﬂluf::l.on';,'N we can prove the following estimation:

X,
el & teemm, — Hwl,

with the defeot dlyp), 37 Wiy (Gesenly o ¢ fY3, 26000 dbde)™en

{ Ip=ly-L .lu'xna-nom on [x,b]). X3

The difficulties of numericel and analytical evaluating of error
boundaries could be mastered by the aid of suitable reliel measures.
For the realiration of the described algorithme and error eatimations
we have developed & programme system based on the OAS FORMAC.
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UBE OF META-LEVEL INFERENCE FOR SYMBOLIC SOLVING OF EQUATIONS
P.2telczynaki, E.Pierzchala
Atomic Energy Institute, 03-800 Otwock-Swierk, Poland

We have itaplesented in Atomic Energy Institute a system for

tri ric tion solving. This system is based on asta-level

infersnce method proposed by the team of computer scientists from
Edinbourgh ~*~,

Usually a very large solving state space is reguired during
symbolic solving of equations. In order to decrease this state space,
use of two inference levels is proposed. In every step of eguation
transformation three operations are realized. First, with the aid of
faw conditions the "sethod"” (seta-levsl problem-solving cperator) is
chosen. Next, a low-level cperator is chosen from a relatively small
set of oOperators of this sethod (and not from a large set of all
possible operators). After applying chosen operator the procedure is
repeated for the next processing step.

The system was implemented in two versions - in Lisp and in
Prolog in order to compare usefullness of these languages to
symbolic processing on IBM PC XT and AT =7, The system is based on
expert system technigues what made a knowledge base with methad and
operator description very easy io maintain.It sllows one to add new

methaods and operators in order to increase the power of the systenm.

References.

/1/ B. Silver, “Mata-Level Inference*, North Holland, 198&.
/27 E.Pierzchata, P.Zislczyhski, “Zastosowanie wnioskowania
dwupoziomowego do symbolicznego rozwiazywania wybranej klasy

rownan trygonometrycznych, IEA 0-5B/CYF/87, Swierk 1987.
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THE COMPUTER ALGEBRA PACKAGE CRACKSTAR AND EKAMPLES FOR ITS
APPLICATION FOR THE EXACT SOLUTION AND ANALYTICAL INVESTIGATION
OF DIFFERENTIAL EQUATIONS

Thomas Wolf, Andreas Brand

Friedrich Schiller Universitaet Jena
Rechenzentrum, Humboldt Str. 2,
GDR 6900 Jena, GDR

When carrying out ansaetze for investigating nonlinear differential
eguations (DEs) one usually has to solve overdetermined systems of

di . ferential eguations. Whereas the formulation of those systems is
performed with different programms, it is intended to use one program
package for their solution. We report on improvements of the underlying
algorithms for decoupling DEs and for the integration of exact partlal
DEs with arbitrary functions. A further point is the implementaion of
CRACKSTAR in REDUCE.

Examples for possible applications are given, as

-~ symmetry investigations (point-, contact-, dynamical sym.),

~ determination of integrating factors,

- arbitrary differential transformations,

- investigation of separation ansaetze,

- factorization of DEs,

~ determination of Lagrangians for given DEs.

REPRESENTATIONS OF ALGEBRAIC CURVES

Franz Winkler

Institut fir Mathematik and Rescarch Inst. for Symoblic Computation
J. Kepler Universitit, A-4040 Linz, Atatria

Algebraic varicties, the main object of study in algebraic geometry, can be represented
in essentially two different ways, namely as the set of zeros of finitely many polynomial
equations, e.g. V = {(z,¥) | 27 = 3z%y + > =2 + y* = 0, 1,y € C}, or as the sct of
values of rational functions o il

Vo= {($(1), x(1)) | 8(t) = — s e Y (1) = featliLdisetamis  1ecCh
We call the first representation implicit and the second explicit or parametric. The repre-
sentation of choice is of course determined by the operations one wants to perform with the
variety. For deterniining whether a given point is a point of the varicty, or for cowputing
singular poius of the variety, the implicit representation is more desirable than the para-
metric one. On the other hand, the parametric representation lends itself very easily to
the determination of the curvature, to tracing of varieties, and in particular to visualizing
them on a computer screen. The intersection of varietics can be determined rather casily
if one of the varicties is given implicitly and the other one explicitly.  For this reason it
is essential to be able to switch between different representations.

Arnon and Sederberg investigated the problem of computing the implicit equation
from a given parametric representation. This is & problem of elimination. The problem
of computing a rational parametrization from the given implicit cquations, especially for
plane curves, is a classical problem in algebraic geometry. Intuitively speaking, a curve
is parametrizable if it has cnough singularitics. The method suggested in Walker's hook
on algebraic curves and elaborated by Abhyankar and Buajaj proceeds by computing these
singularitics and sufficiently many simple points on the given curve of degree d. Through
these points a pencil of curves of degree d—2 is passed, such that every clement of the pencil
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intersects the given curve in exactly one additional point. The additional intersection point
yields the desired parametrization. We show that it is also possible to work with pencils of
degree d — 1 and d. In fact, these pencils are more attractive from a computational poiut
of view. The determination of simple points on the curve introduces a lot of algebraic
numbers. If they are not controlled, any further computations with the parametrization
soon become too inefficient. We show that a pencil can be passed through a set of points
on the given curve without having to compute these points explicitly.
Our main result /Y car be stated as follows.

THEOREM: Let C be an irreducible plane algebraic curve of degree d. Let F(a) be an
algebraic extension of F such that all singular points of C have coordinates in F(a). Then
2 parametrization of C can be constructed in an extension of degree d over Fla).

The parametrization computed by the algorithm bas the lowest possible degrees in
the numerators and denominators.
Reference:
/1/ J.R. Sendra, F. Winkler: A Symbolic Algorithm for the Rational Parametrization of
Algebraic Plane Curves. Techn. Rep. RISC-98.41, RISC-LINZ, J. Kepler Universitiit,
Linz, Austria, 1989.

IMPLEMENTATIONMAL ASPECTS FOR NOH-COMMUTATIVE BOMAINS

Joachim Apel. Usa Klaus

Sektion Informatik
Univarsitdt Leipzig
DDR-7010

In this paper we discuss fundamental problems connected with
the implamentation of arithmetics of non-caommutative
domains.

In genaral the representation of such algebraic structures
can be difficult since the existence of canconical
simplifiars for the elements and algorithms for tha basic
operations are not snsured.

Sub ject of this papar is & special class of such domains for
which thers axist suitabla data structuras and aslgorithms
for computing tha basic operations +, —, # And.()_'.
Important members of the above class ara enveloping algabraeas
of Lie algabras, u-algeabras of rastricted Lis algebras,
Clifford algebras, modulas ovar thess algebras and in the
case of existenca the gquotient skew fields of them.

Finally, we describe our -xpcrilncns with a amall
exparimental computar algebra system sspmcially designed for
this field on 1BM-PC.
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RELATIONAL APPROACH TO MODELING
OF ALGEBRA OF MULLIPLE SERINS MATRICES

B.A. Grebenikov
Institute of Cybernetics Problems, Moacow

N.D. Lozovsky, I.L. Tolmachev
Nation's Friendship University, Moscow
USSR

Algorithms of asymptotic theory for nonlinear multi-
frequency differential equations extensively use operations

on matrices of multiple trigonometric and power series.These
equations appear in the field of nonlinear and celestial me-

chanics,

Universal computer glgebra systems (REDUCE, MuMATH)
running on personal computers have low speed and restricted
size of mathematical objects. So implementation of our matrix

algebra using the systems is not efficient,.

This paper suggests to use relational database manag-
ment system for the implementation of matrix algebra on per-
sonal computers, We suggest to extend classical relational
data model incorporating some ideas of object~oriented prog-
ramming. We demonstrate that matrices of multiple series and
base operations on them (multiplication, addition, construc-
tion of Jacobian matrix, extraction of resonant tverms) can
be naturel}y expressed in terms of the extended relational

data model.

We use relational language Dbase and C for programming
the prototype system based on this approach. Object-orienisd

virtual memory mapager for the system is described.
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ALGORITHMS FOR OPERATIONS WITH DIFFERENCE OPERATORS
AND GRID FUNCTIONS IN SYMBOL FORM

V.G. Ganzha
Institute of Theoretical and Applied Mechanics
Siberian Department of the USSR Academy of Sciences, Novosibirsk
A.V.Solovjev, M. Ju.Shashkov
Keldysh Institute of Applied Mathematics
USSR Academy of Sciences, Moscow
USSR

The notion of grid function and a difference operator are used in
constructing difference schemes. We perform arithmetic operation
with grid functions, summation of operators, multiplication of an
operator by a number and a function. The basic operations here are
the superposition of difference operator and taking adjoint
operator. In terms of symbol transformation, the grid functions
are variable with indices, the latter varying in limits given by
letters or numbers. The grid function may have various symbols or
numerical value in various intervals of symbolic variations. It
means that in analysing the grid functions in terms of symbol
transformations a new notion arises such as region for unified
assignment of symbol expressions ( it is a region of the index
variations where identical symbol representations are used for
given function ). A similar notion {s introduced also for
coefficients of difference operators. When we use the symbol
transformations to execute operation with grid function and
difference operators, our main task is to define the uniformity
domain; for example, the uniformity domain of operator sums may
prove to differ from those of both the first and second summands.
Even a more complicated situation arises in the superposition of
operators and adjoint operators. In this report the algorithms are
gliven for constructing the uniformity domain for operation with
grid function and differenze operators. It is shown that the
problem is reduced to determining joins and intersections of some
sets obtained from original uniformity domain with involvement of
scales of difference operators. The algorithm realization in the
REDUCE language is described.
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OECOMPOSITION THEOREMS FOR THE ZERO-SET OF AN ORDINARY OR
DIFFERENTIAL POLYNOMIAL SET AND THEIR APPLICATIONS
Wu Wen-tsun
Institute of Systems Science, Academia Sinica, China

By a POLSET will be meant a finite set of ordinary polynomials or
POLs n K[X1,...,Xn], K being a field of characteristic 0. A polset PS
1s called an ASCENDING SET {abbr. ASC-S5£T) if the following is true:

The variables Xi can be separated into two parts ¥ = {(ut,..,,ud)
and Y = (Y¥1,...,Ye) with d+e=n such that the pols in PS can be arranged
in an order F1,..,,Fa with

Fi = Ii * YixxDi + lower degree terms 1n Yi, Di>0,
verifying: (1) Fi is in K[U,YJ / J ¢ 1], (2) The degree of 1i, called
the INITIAL of Fi, in any Yj is less than Dj for each j<i.

For any polset PS5 the set of all zeros of PS 1n arbitrary exten-
sion field of K will be denoted by 2Zsro(P5). Put for any pol G,
Zero(P5/G) = Zero(PS) \ Zero(G)., Then we have (cf.e.g. [1]):

THEOREM, There are algorithms such that for any polset FS we have

Zero(PS) = Zero(CS/J) t+ Zero(PStd) = SUMJ Zero(ASCi/J0)

= SUMKk Zero(IRRk) = SUMk Var[IRRk].
In these DECOMPOSITION FORMULAE CS, ASC), IRRK are al) asc-sets with
IRRK irreducible, J and Jj are products of all initials of pols in the
respective asc-sets, and Var[IRRk]) is the irreducible algebraic variety
detarminad from the irreducible asc-set IRRk via its generic zero.

The above theorem and the decompdsition formulae have also been
extended to the case of differential polynomials, cf. e.g. [2]. These
formulae have diverse applications for egquations-solving and mechanical
theorem-proving and even problems beyond pu-e mathematics, e.g. automa-
tic derivation of Nawton's gravitational laws from Kepler's laws, etc.

[1] Wu Wen-tsun, Kexue Tongbao, 31 (1986) 1-5.

[2] ~==-- , Systems Science and Math., Sciences, 2 (1989) 289-312.
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CONSTRUCTION OF A LIE ALGEBRA BY A SUBSET OF GENERATORS
AND COMMUTATION RELATIONS

i *
Akselrod I.R.Y) Gerdt v.P., Kovtun V.E**) Robuk v.N?)
Joint Institute for Ruclear Research, Dubna

The problem of constructing the factor algebra for a free Lie
algebra on an ideal which is given by a subset of generators and
commutation relations is investigated. The method proposed to solve
this problem can be applied in particular for constructing the L-2A
pair for nonlinear evolution equations [1]. The algorithm is based on
the concept of Hall basis for a free Lie algebra. The initial row of
the Hall basis is determined in accordance with the commutation
relations defined by the concrete problem to be solved. The higher
rows of the Hall basis are computed stepwise. In this process onz of
two alternatives can occur, which are analyzed by dialog to correct
the process of computation: (i) The computation of scme row gives a
commutative relation belonging to one of the previous rows. In this
case the previous row is modified correspondingly and the computacion
continues from this row. (ii) All leading Lie monomials in some of
the commutation relations obtained so far have scalar coefficients.
In this case all possible variants of linear dependencies amongst
these monomials are considered, and the computation continues for
each possible variant separately. The process comes to an end when
either the Lie algebra is finite, or the structure of all sequences
of rows can be recognised by induction. As a result, all linear
independent Lis monomials and commutation relations of a given order
are obtained. The program is written in the computer algebra language
REDUCE. For a number of cases (KAV,MkDV,etc.), the infinite Lie
algebra is constructed.

REFERENCES

1.Robuk V.N.On classification of second order evolution equations.
In: ©Operators in functional spaces and problems in theory of
functions. (ed. V.A.Marchenko),Kiev,Naukova Dumka,1987,pp.58-66 (in
Russian).

2. Bachturin Y.A.A Lie algebra identatities.Nauka,M.,1985,

" Phys, -7echn. Inst. of Low Temperature, Kharkov, USSR.
")Kharkov State University, Kharkov, USSR.
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THE DIFFERENCES OF ROOTS OF POLYNOMIALS AND SOLUTIONS OF ODE
V.1.Galiev, A.F.Polupanov, I.E.Shparlinski
IRE AS USSR, J/E "Interface"”, Moscow
USSR

The problem of the determination of the existence of nonzero
integers among differencee of roots of the polynomial f(x) e 2Z[x]
often arises when constructing formal solutions of some systems of
ordinary differential equations. For example, the propertiss of
solutions in a neighbourhood of a regularly asingular point (533/1'2/)
and the algorithm of their construction (see 3/) depend drastically on
the answer to this question. B.sides, for a numerical =atability of
this algorithm an exact lower bound for the deviation of the named
differences from nonzero integers must be known. Note that in the caae
of radial Schroedinger equation with some matrix Hamiltonians the
problem of the roots of corree maing polynomial (roots of the
characteriatic equation) has been solvad exactly and it was ehown that
theese roots ars integers.

In this note we show that for any polynomial f(x) €« Z[x] this
problem can be solved in time bounded by a polynomial on the degree
n = degf and the logarithm of its height
) H(f) = max{(a i, ..., la,{},
where f(x) = anxn ... tag, i.e. a polynomial in a size of itm
writing in bita.

Let us denote by Iy¥ the diatance from a complex ¥ to the nearest
integer (usually thia function 1s defined only for real », in our caase
may be Nyh > 1/2).

For the polynomial f(x) € Z[x] we put

S(£) = min I, - A0,
1<icyzm I
where A, ..., Am are s&ll pailrwise dlfferent roots of f{(x). Then the

following theorem is valid.
Theorem. For any polynomtal f(x) & 2[{x], degf = n, one can find
in time (ntogCH(f) + 11)%(1) such & that & < 5(f) = 25,

REFEREIICES
/1/ W.Wasow. Asymptotic expansione for ordinary differential
equations, Interscienc’ publishers, New York, 1865.
/27 D.V.Chudnovsky, G. ".Chudnoveky. J. of Complexity, 1887, 3, p.1-25.
/37 V.I. Galiev, A.F. Polupanov. The exact sexpressiona for the wave
funotions of matrix Hamiltonians with Coulomb term, Preprint IRE AS
USSR, 1889, Nia(518), p.1-38.
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TWO CLASSICAL SUBRESULTANT PRS METHODS
Alkiviadis G. Akritas,
University of Kansas, Lawrence, Kansas 66045-2192 , USA
Given two (univariate) polynomials over the ring of integers, the computation of their greatest
common divisor (gcd) along with their polynomial remainder sequence (prs), is an old topic that has
been extensively studied. While performing these computations over the integers, the basic problem
is that of restricting the coefficient growth without intcger ged computations.

We examine in detail the two classical methods that exist in the literature for controlling this
coefficient growth withou integer ged computations’}/: the Sylvester-Habicht pseudodivisions
subresultant prs method (consisting of two algorithms) which was initiated by Sylvester in 1853 and
was completed by Habicht in 1948, and the matrix-triangularization subresultant prs method which

was developed by the author in 1986 (see also Figure 1).
It should be noted that Sylvester's paper of 1853 had been completely ignored; it was used
only once by Van Vieck in 1899.

Crvmommcenann Sylvester's paper of 1853 ------v----- >

i 4
The pseudodivisions The marrix-triangularization
subresultant prs method subresultant prs method developed
initiated by Sylvester in 1853, and by the author in 1986.

completed by Habicht in 1948,
Figure 1. Qverview of the historical development of the two classical subresultant prs methods.
The method developed by Sylvester should be used only when the prs is complete, whereas the one
by Habicht should be used when the prs is incomplete. The mairix-triangularization method can be
used for both kinds of prs's, and, in certain cases, the coefficients obtained are smaller than those

obtained with the Sylvester-Habicht method.

References
[1] Akvitas, A.G.: Elements of Computer Algebra with Applications. John Wiley Interscience,
New York, 1989.

APPLICATION OF CRUBNER BASIS
METHODS TO POLYNOMIAL EQUATION
Herbert Melenk
Konrad-Zuse-Zentrum fiir Informationstechnik Berlin

In recent years since Buchberger’s intitial publication in 1965, Grébner bases
and related techniques were developed for dealing with equaiion systems of
the type

0= Pzy,...,zkhi=1,...,n,
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where the £, are polynomials of some domain, in most technical relevant
cases, P, € Z[z,...,24). The theoretical compieteness of the Grobner basis
approach contrasts wxlh its limitation to "lmall‘ problems because of its
pl in comp tlme and q ts. Together with some
les, techni ure ted whlch targe the application ran<e

by llclonzatmn. boundn) conditions, etc.,for real valued problem classes.

PARAMETRIC GROBNER BASES FOR NON-COMMUTATIVE
POLYNOMIALS

V. Weispfenning
Universitit Passau, FRG

It was shown in {KRW]| that the Grobner basis technique with all its immediate
applications (see [B]) can be extended from tative polynomials to a large class
of non-commutative polynomial rings over fields. More precisely, the method works
for une- and two-sided ideals in solvable polynomial rings, a class of rings that
comprises e.g. loping algebras of finitely di ional Lie algebras, Weyl algebras
and iterated Ore-extensxom of fields. So the methad is a strong generalization of the
results in [AL].

On the other hand, it is well-known that for commutative polynomials with para-
metric coefficients, Grobner bases are extremely unstable under specialization of the
paramet. This problem was overcome by the author by the construction of eom-
prebensive Gribner bases, i.e. bases for commulative polynominal ideals that are
Grébner bases in every specialization of the p tric coefficients (presented at the
CoCon-Il conference, Genova 1989).

The talk will present the construction of comprehensive Grobner bases for solvable

polynomial rings, where both the caefficients of the poly tals and the tator
relations defining the ring may be parametric. Applications will be indicated.

References

{AL] J. Apel, W. Lassner, An extension of Buchberger’s algorithm and calculations
in enveloping fields of Lie algebras, J. Symb. Comp. 6 (1988), 361-370.

B] B. Buchberger, Grobner bases: An algorithmic method in polynomial ideal
theory, chap. 6 in Recent Trends in Multidimensional Sysiem Theory, N. K.
Bose Ed., Reidel Publ. Comp., 1985.

[KRW] A. Kandri-Rody, V.Weispfenning, Non-commutative Grobner bages in alge-
bras of solvable type, 1986, to appear in J. Symb. Comp..
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SEARCH OF THE RATIONAL SOLUTIONS
OF THE LINEAR DIFFERENT [AL. EQUATIONS !N REDUCE

K. Yu. Kvashenko
Moscow State University, USSR

Many computer algebra systems contain ordinary ditrerential
equations solvers. The linear differential equations with
polynomial coefficients excite permanent interest. The paper deals
with the REDUCE program for search of all rational solutions of
such equations. "

Let us consider the equation -Z_a ak(x)ym= b(x), where a (x).
... a(x), b{x) < (Ax) ( Q - rational numbers field ). Search of the
rational solutions of this equation includes two steps. First step
15 the calculation of solution’s denominator d{x). Then after
replacement of the depended variable y=u/d, where w(x) is a new
unknown function, the common polynomial solution of the aobtained
equation is calculated.

The program of search of the rational solution doesn™t involve
integration and factorization of algebraic expressions. Only
polynomial arithmetic functions and the function of polynomial
resultant computation are used. This fact makes it possible
to exploit the program with incomplete REDUCE versions, which are
installed on the computers with small memory. It also determines
high speed of work of the program

Some aspects of the realization of Lhe program are discussed in
the paper. Some algorithms for raising efficiency of the solution
calculation process are suggested.

MATH S OFERAT ful CAL REDUCE FXTENSION

Jdone, VOV Malansn

Thaee Perm State Urnversity, Perm

USSR
ol using computer algebra syztem ( DAS )
-2 t> zolve applied problems of
mechamnmos shows  Lhe  lack of  matrix-type data rfacilities
avariile tor an ordinary wzer, To remove thesze drawbacks a
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packages Of functions has been developed (simlar to Solve et
al. s which saves much effort in matrix-type data
progl ammng.

The package 15 written in Rlasp.  Its size 1s 890 lines
of the source text, Autoloading in terms of all the package
tunctiotes available in Algebraic mode 15 1mplemented. There
12 an 1BM PC compat ible Reduce 3.2 package version written
i Uo-Llasp.

The package used to study a number of dynamics problems
for rigid and elastic body systems resulted in substantial
sumplifying and  accelerating the process of simulation
program writing rfor systems of large dimensions.

AL LT

ENLARGEMENT OF SCA RUDUCE 3.0 TO TENSORS OPERATION
V.V. Malanin, V.M. Mikriukov
The Perm State University, Perm, USSR

Enlargement of SCA REDUCE 3.0 to tensors operation was performed,
so that to conduct analytical evaluation with tensor final dimen-
tionality. The enlargement was written on standart LISP in RLISP's
format and was realized in Algebraic mode REDUCE 3.0, Tensor is the
object REDUCE with specific qulity. Enlargement of SCA by tensor's
operations permits to do functions:

- describe and/or conduct first initial of tenseor object;
- define element’s tensors one by one and/or by blocks: vector N
or matrix;
- execute all operations of tensor's analysis: letferine, sum-
ming up and subtract, external product, differentiate tensor
by tensor or by scalar and scalar by tensor;
- describe element of tensor as tensor;
- execute one-dementionality tensors or its elements operati-
ons of vector's or scalar product;
presentation of the results of tensors and/or matrix-vectors
evaluation, which were written in natural mathematic forms by

scalar forms;
~ for operation, which needs large resources of operation sto-

rage, change non-numerical elements by operators with the

same name;
~ presentation of the vresults as of FORTRAN's program.

This enlargement of SCA REDUCE 3.0 is used for combining equations
for systems of solid bodies, Also this enlargement is used by stu-
dents in their laboratory, caurses and diploma works.

53



ON A OOMPAOTNESS OF TWO DIMENSIONAL OUTPUT

A.4.¥arkrov
Republic engineering center Jf automsation design,G.P.I.,Gorky
USSR

The important aspect of working out computer algebra systems
(CAS) 1s the ensuring of adequate service, partlecularly, the
ensuring of two-dimensional (many-level) formulas® output, that
i1s a formulas®' representation in natural mathematical
notation. The problem of obtaining two dimensicnal formulas’
representation has been solved long ago, .but the problem cf
transter from line to another of mathematlical expressicns is
usually solved elther by the change to = one-dimensional
(FORTRAN-similar) outputs® form, or by noncompactness transfer,
which inecreases the real slze of the formulas.

Formulas in a many-level notation are characterized by length
and height (the number of levels). In the report the represen-
tation of such formulas in the following way 1s described. With
the gystem of re-designations, 1let's pass on to a system of
formulas, which are length-bounded (Restriction i), 1n thils case
the problem of transfer 1s irrelevant, and, maybe, they -
helght-bounded (Restrictic: 2). Representing tne formulue  wy
rouled trees, on their vertices the length-function and
helght-function are defined, let's solve the optimlzation
problem of outputs' compactness, such as the minimizatlon of
the number of formulas in the system (Problem 1) and the
minimization of the sum of formulas' heights (Problem 2).

The methods of rooted trees' decompositions, developed by
the author, can be applied to solve these problems. The gre-
edy algorithm G , solving the Problem 1 under Restriction 1
in a linear- bounded time, 1s proposed 1n the report; NP-
hardness of the Problem 2 under Restriction 1 and the estima-
tion of algorithm G error for the later are proved. The Prob-
lem 1 under Restrictions 1 and 2 remains in the class P (polyno-
mlal-bounded tlme algorithm 1s glven), but this one is not to be
solved In the class of finite automats over trees with finite
delay; the simple approximate algorithm with 1ts' error is
glven. The estimations of some other two dimensional outputs®
characters are obtalned.
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SYMBOLIC COMPUTATION OF THR GENERAL TERM
OP TAYLOR SERIRS

Ivan V. Dikov

Institute of Mathematics, Bulgarian Academy of Scliences

Bulgarie
An intelligent computer algebra system for power szerles

sanipulations iz under development In Artificlal Intelligence
Department of thw Institute of Hathematics, Bulgarian Academy of
Sciences under the leadership of prof V.Tomov.

In this system mathematical knowledge is being applied,
represented by rules and procedures.

This paper concerns onwe capability of the mentioned system -
the calculation of Taylor series of fuctions. An approach for
obtaining such series is suggested by symbolic computation of the
general term. The avallability of a formula for the geaneral term
allows convenient and efficient application of Taylor series.

The coefficient of tlw general term of the Taylor series of

the function f(x) in the point xg has the form:
tn)
1 Cx )
o
a =
n e ¢
n! .

The suggested approach consists in the calculation of the
n”‘ derivative of the functlon f(x) by successive application of
rules for the n"‘ derivative of the hasic elemrntary functions and
procedures for the nlhdm-lvutl\m of expresslons of such furctions.

The implementation of the whole system wentionwed abuve and in
particular, the described method, is being accomplished using
REMICE. system.

This approach is easily generalized for functions of several

variables.

ALGEBRAS OF PSEUDODIFFERENTIAL OPERATORS: CONSTRUCTIVE ASPECT
S.M.Zverev, P.S.Shpak
Institute for Applied Problems of Mechanics and Mathematics,
Academy of Sclences of the Ukrainian SSR, Lviv K ussr

In terms of the n-dimensional Fourler transform
ﬁfg) =fezp(iz-E u(z)ar , I-£=r, €y+..-+ZpE, , the pseudodifrerential

operators p(zx,D,ju(z) =(2m'"j'e:rp(tz-§) with the symbols p(z,t),
. * = -
py(1,8), Do(T,8), P (T,§), Where Dxf‘“””ﬁ“" , belong to an



algebra with the product pirz,b,)=p.iz,lp)- pytx,lpt ana the adjoint
p’tz, 1.) }Jemtors having the symbols aermeu by the asymptotic
gseries :
D, k)= z l;/a! M‘é‘ p1¢1.5)1~!oz;apé1r.i’ » Hﬂzr.g).
ials

piT.E)= Z n/a!u-tar;a a‘g [TER TR MEN YN
tal<¥

fWe bulld the symbols of the operators 1n the PL/}-FUuRMAU computer
algebra system environmment and use them further to¢ construct the
parametrices of some boundary value and mixed boundary-contact
problems of the mechanics, electromagnetics and mathematical physics
for non-canonical domains andsor variaple coefricients. Some
asymptotlcs (high and low rrequency domains, small corrugation) are
also consldered.

REFERENCES
1.Hormander L. Qymbolic caleulus and dirrerential operators:: Proc.
18th. Scand. vongr. of Math. - koston. - 19GUu.-P. 50-31.,
2.Kumanc-go H. Algebras o pseude-dirrerential operatersss/d.  Fac.
Sci. Un'v, Tokyo, sec. [A:Math.-14ru.-V,i7,Vi.-bP.3t-5u.
3.¥Widom . A complete symbolic ecalculus for pseudodirrerential
operators//Bull. Sci. math., ser.J.- 1980.-F.10U4, N 1.-P.19-63.
4.Widom H. Families of pseudodifierential operators//Topies In
Functional Analysiss/Gohberg 1., Kac M., eds.- New York: Acad. Press.
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EQUAL~LEVELLED APPROXIMATION OF MATHEMATICAL FUNCTIONS
BY SPLINES

B.A.Popov
GsVsKarpenko Physico-Mechanical Institute of the Ukr.SSR Acadeny'
of Sciences, Lviv, USSR
Let us have the mathematical function expanded into a series

{(x)g‘)dgl,“r, (;;r,;< ;.S are integral, pqto )« For its quick calcu-
lationh in the interval X & [a,&] it is convenient to uae an equal~
levelled approximation by the chebyahev apline .S'kg(cr.) 4 with
links of the form

RKC (x)= & Zal. P/(""Z 5‘.11 )

For aome degreea of‘ denoninatorf and weights W (x) deduced
are the expreasions for the spproximation errors and equations for



nodes 2; (i=GF) of spline .S,,‘(.r)- 8o, at 2=0, wex)=d, (20 the

forsuls for the I.N'or‘%l

L sy /B o),

2

. P(E+1) +8 Pe+i)
‘PJ=(_'+-£)Kzti)+ S P; “” 3 6= = pe)+s’
and the equstion for the nodes looks uke

N1 ——
93.(11»23'}‘) 6(1+2, 5 8" i), i-or

The -nalytlc-l expreumnl for‘ﬂ ,J' J' ={2... are found on the
computer with the help of the systems for nnalytlcal computations.
In particular:

_diped 13*2 ' B2 [hees 342) B(K+2)
B oy, Lo rvralGy ”*Ca £

fa= Pr+1)  Ag+a(B+2)
2pR+1)+S L+ (K+1)

REFERENCES

1« Popov BeA, Equal=levelled spproximation by splines. «
Kyjiv: Nuak.Dumka, 1989. = 272 pe. (iri Russian).

GENERATION OF REDUCR-PROGRAMS BY THE PLANNER
SYSTEM USING THE EXAMPIE OF EVALUATING THR
DETNRMINANT

V.A.Bltekov

Department of Physics, Mosoow State University,
Moscow, 117234, USSR

Some techniquas for evaluating the determinant are exa-
mined, namely, expansion by a formula ensuing from definition,
oxpansion in line elements, and backward expsusion in line
elemsnts. The REDUCE-progrsa for evaluating the determinant
is generated sutomatically by the PLANNER-system using e
recursive pattern based on the formule for expansion in line
elements with supression of repeated calculations of identi-
cal minora. The sequense of expressiona predusing the ascen-
ding chain of substitutions expressed ia the REDUCR lagusge
is remembered in inverse order ia ¢sch step of the recwrsion.
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AUTOMATION OF NOMERICAL SOLUTION OF PDE SYSTEME
R. Liska
Faculty of Nuclear Science and Physical Engineering
Technical University of Prague
Czechoslovakia

Computer algebra is used for automation of the process of
numerical solving partial differential equations systems. The computer
algebra system REDUCE and the numerical programming language FORTRAN
are used in the presented methodology. The main aim ot this
methodology ia to speed up the process of preparing numerical
programs for solving systems of partial differential equations by the
grid method. This process is quite often, especially for complicated
sysatems, tedious and time consuming task.

In the process one can find several stages in which computer
algebra can be used for performing routine analytical calculations.
namely: transforming differential equations into different coordinate
systems, discretization of differential equations, analysis of
difference schemes and generation of numerical programs. The following
REDUCE programs have been build, tested and documented:

EXPRES for transforming‘differential equations into any orthogonal
coordinate gystem

IIMET for discretization of partial differential equations systems by
integro-interpolation method

APPROX for determining the order of approximation of difference scheme

CHARPOL for calculation of amplification matrix and characteristic
polynomial of difference scheme, which are needed in Fourier
stability analysis

HURWP for polynomial roots locating necegsary in verifying von
Neumann stability condition

LINBAND for generating the block of FORTRAN code, which solves a
system of linear algebraic equationa with band matrix
appearing quite often in difference schemes.

The possibilities of all these programa are demonstrated by examples.

The presented methodology 1e applied to two physical problems.
The first one ia the nonlinear Schrédinger equation, which describes
gseveral physical phenomenons, e.g. Langmuir waves in plasma. The
second one is the Fokker~Planck equation in diffusive approximation.
which is used for deacription of the kinetics of slectrons in plaama,
including interactions of electrons with laser beam through inverae
bremsstrahlung. The numerical programs have been tested and compared
with aimilar published calculationa.
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SYMB LIC COMPUTATION OF ALTERNATIVE LAGRANGIANS

S, 6. Shorokhov
friendship of Nations University, Moscow

Recently there has been a renewed interest in the problem of
determination of alternative variational formulations for diffe-
rent evolution systems, especially in connection with the problem
of their integrability”™ and quantization”™. Hence the number of
sxamples with alternative lagrangian Chamiltonian) descriptions
found is relatively few.

The methods of the inverse problem of the calculus of
variations can be applied to the construction of alternative
lagrangians. It is known that the inverse problem of the calculus
of variations for a system of second order ODE’'s can be reduced to
the integration of a sysiem of linear homogenecus algebraic equa-
tions and first order PDE®S with respect to the elements of a
nonsingular matrix (metrix variational multiplier). The system is
thoroughly investigated in “* for the case of two ODE's.

The realization of the algorithm of “*, including some
algorithms of linear algebra and theory of compatibility of
differential systems (computation of the range of a matrix,
n=-dimsnsional vector product, Frobenius theorem, the method of
Jacobi®s brackets , etc )} iz obtained using computer algebra
system REDUCE. The existence of alternative lagrangians for
different classical systems, including rigid body with a fixed
point in a potential force fleld, is investigated.

Literature

1. Olver P. Applications of Lie groups to differential equations.
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COMPUTER ALGEBRA CALCULATIONS OF MULTIPARAMETRIC FAMILIES
OF EXACT SOLUTIONS OF EINSTEIN — MAXWELL FIELD EQUATIONS

G.AAleksejev
Steklov Mathematical Institute, Moscow, USSR

The general approach to the description of the space of local solutions of
Einstein — Maxwell field equations for the class of electrovacuum space—times,
depending on two ccordinates only 2 , provide us with the algorithm for



computer-aided cclculations of wide families of cxact solutions with any finite
number of arbitrary perameters.

This general approsch is based on the existence of one—to—one mapping of the
whole space of local solutions and pairs of arbitrary functions w(w) and v(w),
depending on a complex perameter w only, which are holomorphic in some
disconnected region. This mapping is defined by the linear scalar (eg
nonmatrix) singular integral equation. The kernel and right hand side of this
equation contain the functions ww) and v(w) and the unique solution of this
equation (for given w(w)v(w)) uniquely determines all gravitational and
electromagnetic field components in quadratures.

For arbitrary chosen rational functions w(w)¥(w) the integral equation may
be transformed to the linear algebraic system and the corresponding solution
may be found explicitly in elementa'y functions.

The algorithm for constructior of such solutions, using the usual facilities
of a computer algebra calculations in semiautomatical regime may be realized as
a small collection of muMath programs, made to run on IBM PC XT/AT. However,
appearing of too cumbersome calculations in the case of not very short rational
expressions for w(w) and v(w) make it rather desirable to implement this
algorithm using more powerful symbolic algebra systems and larger machines.

The new families of exact solutions, being obtained by this method,
possessed of a rich physical content and include many known solutions (for
example -~ solitons) as a pal;ticular cases, as well as their numerous
generalizations and analytical continuations. Thus, for the construction of new
interesting solutions it would be very useful to make computer implementations
of many calculations, concerning geometrical and physical properties and the
classification of these families of solutions.

1. G.A Aleksejev, Dokl.Akad Nauk SSSR 2£3, 577-582, (1985)
2. G.AAleksejev, Procof the Steklov Math.Inst. 176, 211-258 (1987)

BASES OF SYMBOLIC TRANSFORMATIONS
FOR MATHEMATICAL. GEGDESY PROBLEMS

1. Trenkov
Central Laboratary of High Geodesy,
Bulgarian Academy of Sclences

M. Spiridongva
Institute of Mathematics with Computer Center,
Bulgarian Academy af Sciencas

M. Daskalova
Faculty of Geodesy,
High Institute of Architecture and Construction
Bulgaria
An approach for solving some problems in mathamatical geodesy
using the computer algebra system REDUCE and bases of symbolic

transformations (BST) is presented.
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The accapted structure of 337, as well as tools for their
building, maintenance and use werse developed in Artificial
Intelligence Departasnt at the Institute of Mathesatics with
Computer Center, Bulgarian Academay of Sciences.

The forsulae for the main quantities of mathesatical geodesy
and their derivatives are pressnted by substitution rules of
REDUCE systea. The algorithas for geodesic calculations are
defined by a set of procedurss having heterogensous structure. The
substitution rules and procedures are stored as LISP aexpressions.

During th= process of probles solving a chain of calls to
BST, data base and REDUCE operations is constructed and performed.

Computation of the geographical coordinates of a point on the
earthly ellipsoid when the azimuths of other points with known
coordinates are observed is considered as an exampls of ' geodesy
probl-n..

CONSTRUCTION OF THE ANALYTICAL PERIODIC SOLUTION FOR THE HILL'S
PROBLEM IN THE REDUCE SYSTEM

V.M. Dekhtyarenko' , V.N.Enachii® , C.V.Mironov>
1 - RVC MNO MSSR, Kishinev,
2 - KGU "V.I.Lenin", Kishinev,
3 - IPC AN SSSR, Moscow

USSR
The Hill's method of the analytical construction of 2 -peri-

odic solutions for the main problem of the Moon movement theory is
modified, Some new and effective recurrence relations are found
which ensure the computationasl construction of periodic sclutions to
an arbitrary preassigned precision of the order of juN » where A
13 e small parameter and N 1is an a priori given natural number, On
the basis of the recurrence formulae obtained an algorithm is reali-
zed in the REDUCE system to congtruct the expressions for the
Hill's coefficients, implicit with respect to the small parameter
M, to an erbitrary preassigned precision. An iterative method is
developed to construct automatically expressions, explicit with res-
pect to the small parameter, for the coefficients of 27 -periodic
golutions of the pleme circular finite three-bodies problem. In or-
der to construct desired solutions a computer algebra over special-
type frectionel-relational functions is developed and implemented in
the REDUCE system. The "fractional-relational functions" method and
that of "power series" are realized in the extended REDUCE sys~-
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tem. By mesns of the Hill system of procedures 2J -periodic so-
lutions of the Hill's problem are constructed to an accuracy of

/ﬂ”by the “"power sgeries" method and to an accuracy ol /u” by the
"fractional -~ retional functions" method .

The programme facilities which extend the possibilities or the
REDUCE system of analytical calculations may be effectively used
to solve the problems of celestiml mechanics and mathematical
physics.

AUTOMATION GF CONSTRUCTION OF BOSON REALIZATIONS
¢. Burdfk

Nuclear Centre'of the Feculty of Mathemetics snd Physics
Cherles University , Czechoslovakia

Computer slgebre ia used for construction of boson repre-
sentation of & lie elgebras. A reslizetion (also cenornical
realizetion or boaon representation) of & Lie slgebre g
denoted en expression of elements of g by means of poly-
nomiels in quentum cenonicel veriebles Pys U which pre-
serves the commutetion relation. Severel types of the boson
representationsare used in physicel epplicetions.

In our pepe 1/, the method of constructing reelizetions

for sn erbitrary semisimple Lie algebre g wes presented.

The construction starts from e triengle decomnosition; it
employs substantielly induced representetions of g with respect
to & suiteble representetion of the subelgebre.

The mein purpose of this article is the presentation of this
method using the computer elgebre system REDICE. The following
REDUCE progream hes been bulld, tested esnd documented:

INDUCE for construction boson reslizetions Tor semisimple

Lie slgebra.
The poasibilities of this progrem ere deronstreted by exemples.
The presented methodology is epplied to two elgebres., The first
one 1is the symplectic elgebre sp(6,R). The reelizations of
this algebre ere physlcelly interesting in connection with e
microscopic model for the system of nucleons. The second one
is the algebrs s1(3,R). Cenonicel reelizetions heve meny
applications in the representetion theory.

/1/ Burdfk ¢., J.Phy=.A18,1985,p.3101.
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CALCULATION OF BEAM DYNAMICS IN MAGNETIC FIELD
WITH PLANE SYMMETRY USING THE METHOD OF IMMERSION
IN THE MOMENT PHASE SPACE

Ivanov E.L.. Kostova Z.T.. Perelstein E.A.
Joint Institute for Nuclear Research.Dubna

Nowadays there is a rapid growth of using computer algebra
methods for obtaining approximate analytical solutions of
complicated nonlinear differential equations. In many cases the
results are obtained with the full computer accuracy in a much
shorter time by using analytical formulae than by resorting to a
numerical integration.

In the present paper we study the charged beam dynamics in
magnetic field with plane symmetry using the method of immersion in
the moment phase espace. The system of nonlinear differential
equations which describes the particle dynamics in the phase space
[x,vy,x .,y ] approximately can be rewritten as a system of linear
differential equations in the space of phase moments of n-th degree.
We obtaln the exact analytical solution of this linear system
uging computer algebra REDUCE 3 on ES-1061 (IBM 375) computer.
Based on this solution the Fortran program ieg used to study the
particle dynamics 1in the isochronic cyclotron. As an example the
results of computations for the cyclotron LNR JINR CI-100 are given,

COMPLEX *EDUC.-PROGRAMS FOR ANALYTICAL SOLVING
SOME PROBLEMS OF BLEAM TRANSPORT SYSTEMS

A.L.URINTSEV', A.V.SAMOILOV
Instiivte of Nuclear Research, Moscow
*Rostov-on-Don State University

USSR

A complex of REDPUCE-programs for analytical calculations of diffe-
rent properties of various beam-transport systems is described.
The size of the complex is about 4800 lines. This complex permits one
to calculate in high order theory of aberration of the systems which
are included in any combination of the next elements: drift length,
solenoid, dipole, quadrupole, sextupole,etc., without principal
limits on a number of poles, both in sence of charged particle dynamics
and in sence of spin motion for polarized narticles. Obtained analyti-
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cal expressions for aberration coefficients can be used for the
next steps of optimization calculations.

With the help of this complex some problems have bcen solved
in consequence with a design study of Moscow meson factory. Symbo
lical analysis has been done on ES-1055M, ES-1061 and IBM PC/AT

computers.

S IKG REDUCE SYSTEM FUR CALCULATIOM OF RENCAMALISLD
STRESS-ENERBY TENSOR FOR MATTER FIELDE

IN CURVED SPACE-TLME

A, V. Nesteruk
Finmacral and Econamical Institute, iLeningrac
S.A.Fm tomanoy
Cnemical and Technolaoc'zal Institute, Dneprcpetrovelk
USSR

4 can

It 15 well known that & oackgroure gravitationa!
create particles and Eause the wvacuwum polarisation of material
massive and mass.ess fields. Usually these gquantum effects are

describen by the renormalised stress—2nergy tensor for corresponding

fields.

Stress—energy tensww  calculation is a2 very difficult  and
comnlicste task. Based on Lne n-wave Fegu)sr;sat;on methoo proposed
ay Zeldeovicn and  Starobun ky/l/ we elaborate an  algorithm for
—aecularion stress-—energy tensor for  scalar, spinor and  vector

41e.c¢s 1n an isohkropic and AN1SOLropltc  spaces. The algorithm  was
realiseg a3 e complen of tne programs for REDUCE-3.2 system  on
sersonal computer campatibie with IEM FOC/XY,AT (with 512 or &30 K
®AM) . Analytical computakions were perfaormed far local and nonlocal
narte of stress-enerqgy tensor, canformal anomaly of s:alar/2/ and
sarnor fields in anisptrop:c homogeneous space-time Bianchi~1 type.
dur results completely coincide with the well - knopwn ones

ualeculaten by other methods.

. Zeldovich Ja.B., Starobinsky A.A. 1971, Zh.Eksp.Teor.Fiz., &1,
2ik:.
T. Mesterud A,V., Fritamanov S.A. 1989, Class.Quantum Grav., &,

i02e,
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INVESTIGATION OF A SYSTEM OF EQUATIONS TO CALCHLATE
THE CHARGED PARTICLE BEAM EMITTANCE

L. P. Lapteva, 1. V. Malyovanny, A. V. Samo)lov, B. S. Volkov

NRI, AS USSR, Moscow

To define the charged particle beam emittance with
intensities, excluding the application Of coincidence
circuits, it is necessary to know all elements of the
matrix of second moments (beam o-matrix). Determination of
emittance is very important for many various purposes, such
as beam dynamic, experimental and applied problems. The
methods of definining a o-matrix that can be realized in
real time and without special procedures, which may demand
some changes in transport system regimes, or supplementary
equipment, are of great interest. Here we consider a
method to determine a o-matrix based on using beam profile
monitors, which, as a rule, constitutes all parts of
transport system It is shown here that one can define the
elements of the o-matrix by simply solving this system of
linear equations. The analysis of the linear system
determinants was made using the computer algebras HECAS.
REDUCE and MACSYMA. The advantages and disadvantages of
these computer algebras are compared from the point of
view of dealing with such problems. As a result of the
investigation, the optical circuits for the 1location of
the electric magnets and beam profile monitors, allowing
to evaluate the emittance in real time, are presented.

THE BETATRON OSCILLATIONS IN THE VICINITY OF NONLINEAR
RESONANCE IN CYCLIC ACCELERATORS INVESTIGATION WITH THE
HELP OF ANALYTICAL COMPUTER CALCULATION
I.V.Amirkhanov, E.P.Zhidkov, I.E.Zhidkova
Joint Institute for Nuclear Research, Dubna
The modern physicel instelletions are very complicaeted.

As a consequence of multikilometer eccelerators with the big
period of beam accumulation, circuletion and extraction, the




requirements for space and time electromagnetlc flelda jeorioriian=
ces have becon¢ the most atringemt. Thia {n turn haz cauzeld tle
development of mathematical methods applied &> charge jartisle
dynamics investigationa.

Tarticle betatron cacillatiocaa in a cyelic azcu.erulcr ure
described by a systex of tuo nonlinear accond créder Jiffercnt ol
equations with periodic cceflicicnis.

The Krylov-Bogolubtov averaging method in high (zecournd arc
third) erproxizations with the help of anairtical culculalion
system PEDUCZ-3.2 iz used to investigate these equntl

The ingquiry of betatron oscillaticns stability in the .
nit, of nonlinear rezonance is mzade with the use of tle :0txiuze

averaging equuztions.

ALGEBRAIC~NUMERICAL CALCULATION OF SYMPLECTIC MAPS
FOR PARTICLE TRACKING INSIDE ACCELBRATORS
S.N.Andrianov

LENINGRAD UNIVERSITY, LENINGRAD, USSR

The problem of constraction of ares-preserving maps is
extremely important for long time particle trecking inside
accelerators, Traditional numerical integration of particle
trajectories doesn't provide conservative properties, The
present paper gives a mep constraction method for nomlinear
aberrations of n~th order which is area-preserving (symple-
ctic) up to n~th order sccuracy. The use of Lie algebraic
methods for analytical constraction of such symplectic maps
simplifies the calculation of aberrations and their
corrections, The realization of Lie algebraic tools and
Obher methods on the REMICE 3.2 computer algebra allows to
invistigate the slow extraction system and to propose some
variants of parasitic oscillations correction.

LITERATURE

1. Andrianov 5.N., Zacharov V.V, Mathematical simulsticn of
rezonance extraction system. 1.Formulation of the problem
and analytical simlation, Dep. VINITI K°7956-87,L.,1987,
40 p.; 2.Bumerical simulation. Influence of parazitic
interferences. Dep. VINITI K°1145-B8%,L.,1989, 18 p.;
3. Compensation of parazitic interferences. Dep. VINITI
N°6598-B89,1.,1989, 8 p.



USE SAC “REDUCE™ PCR CLASSIFYING THE STACKEL SPACES
IX THEQORY OF GRAVITY

V.G.Bagrov, K.B.0setrin

Ingtitute of liigh Current Llectronics, USSR Academy
of Sciences, Tomsk , USSR

By Stackel space one understands the Riemannian space in which
the Hamilton-Jacobi equation

G988, —-me = ()

can be integrated by the complete separation of variables. The me-
trics of Stackel spaces have been found earlier in papers [1 ].
These metrics are defined with an accuracy to arbitrary functions,
each of which depends only on one coordinate. When subatituting
these metrics into gravitational field equations (e.g. into the
Einstein's equations in General Rclativity, or into the Brans-
Dicke equations in the scalar-tensor theory) they are tranaformed
into the functional equations of the following view:

Z:‘l H- Sz =0,
(2)

where / //-2/ are some expressions involving only the func-
tions from metric. The integration of equations of the (2) type
results in a system of algebraic equations., The derivation of
equations (2) themselves as well as the classification and veri-
fication of the solutions obtained is also a very complicated pro-
blem. However the main part of such calculations can be automa-
tized using SAC "Reduce". The classification of metrics was made
following the Petrov technique. For illustration we refer the rea-
der to[2 ] » when all the Mill-Stdckel electrovac metrics have be-
en found.

References
1. Bagrov V.G., Meshkov A.G., Shapovalov V,N., Shapovalov A.V., //
lzv. VUZ Piz. - 1973, -11, -66, 1973, -12, -45; 1974, 6, 74.

2. Bagrov V,G., Obukhov V.V., Osetrin K.E. // Gen., Relat. and
Gravit. - 1988. - 20, N°11., - p.1141,

67



THE ROTATIONAL EVOLUTION OF NACLAURIN ELLIPSOIDS WMICH ACCRETE
MATTER THROUGHN A DISC: AN APPLICATION OF COMPUTER ALSEBRA

I.L.Mromwl. l.s.lélhlgz. 2.T.Foetova

Joint Institute for Nuclear Messarch, Dubna

The rotational evolution of incompressible axial-symmetric
self-gravitating bodies onto which matter falls from the duter space
through an accretion disc is studied. The viscosity forces are
assumed to be sufficiently strong to bring the outer and inner layers
to synchronous rotation. Mo other dissipative forces as, for example,
tidal distortion by a cowpanion star, are taken into account. At
injtial time t=0, the object is supposed to be at rest and
spherically-symmetric.

This restricted problem can be solved analytically for the main
physical parameters, i.e., mass =, equatorial radius (major
semi-axis) a, polar radius (minor semi-axis) c, eccentricity e,
angular velocity w, and angular momentum 1. By using a package
written in REDUCE for manipulating power series, the leading
coefficients in such series for these parameters as functions of the
eccentricity e and the mass = are derived.

It turns out that the values of a, e, and 1 increase with mass =,
whereas c reaches its maximum at m=1.035 (e=0.133) and then decreases
to 2zero while e-1, and Bee, a+., thus producing a flat
self-gravitating disc. Under the above assumptions, this object,
which consists of incompressible fluid, can therefore accrete an
infinite amount of matter, in contrast to the case of a compressible
gas.

The incompressible fluid approximation corresponds to the value n=0
in the polythropic equation of state P=K1 pT, ¥ =1+1/n, where P and p
are the local pressure and density, respectively, and l(,lr is a
constant. It may also be applied to asteroids consisting of rocks and
dust, but not to stellar objects, for which the effective value of n
varies from 1.5 to 3, or to other objects for which the equation of
state is more complicated. For these cases, numerical methods are
more appropriate. This will be discussed elsewhere.

1Dept. of Astronomy, Odessa State University, T.G.Shevchenko Park,
Odessa, USSR, 270014.

2yisitor from CERN, European Laboratory for Particle Physics,
CH~1211 Geneva 23, Switzerland.
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DERIVING THT .NALYTICAL ®APMRSZIONS FOR THR LYAMMOY QUANTITIMS
~kD STUDIKG TIEM 3Y COMPUTERS

G.n.Dolgov , S.D,Shechuko

frrourceh Inntitute for Aoplied Mithemutice and Cybermetics of
Gorky Stnte Univernity
USSR

There is considered some dynumic system of the kind
p=dz-g+ 5 =2 dg+ 3 Q,(x,4)
2= -g+d§2g(x,g), g=2+ <y+lg; Q;i(x,y),

where 6(1',3), QJ.(x‘g) 2rs the homogencous  j-—exponent poly-
nomix_lln R

The problem of dintinguishing a centre usnd a focue in some
specific point 0(0,0) and the related problem of eatimating
the number of limit cycles within i1 amll neighborhood of thie
point at various values of paremeters ucually results in the
subsequent obtuining nnd reduction to zero of Lyapunov quantities

Lyupunov quuntitier are the polynomiuls with exponents still
increaping with respect to pirumeters of the system under consi-
demtion. Buch current Lyapunov quuntity is derived by tnunsform.
ing the polynomial—element mutrices ,all preceding the Lyapunov
quantitice being at this zssumed equal to zero , The polynomial
coefficients are rntios of intepgers without admittance of any
approximute culculation for them ,To solve the declared problem
of quulitative theory of differential equations,the fuctorization
of the polynomials obtuined hus been curried out ,

To derive Lyapunov quuntitiem there hus been proposed some
apecialized polynomial algebra described in the Fortrun—Dubna
language for the Soviet BESM—6 computers ,It helped to heve de—
rived and studied Lynpunov quantities of some classes we decal with.

For the systema of the kind

j::).z'-y s y's.z'ul# + Qs(.gy)

the problem of distinguishing a centre and & focus and that of
eotimating the number of limit cycles within neighborhood of a
specific point through computer-based analytical transformations
hug been solved ,

The application of analytical calculation system (ACS)
AIQEBRA - 0.5 for the ES computers makes it possible not only to
derive and analyse the Lyapunov quuntity analytical expressions
but also to obtain their numerical valuee having the syotem e
purame ters asaigned ,
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COMPUTER ALGEBBRA. INTEGRABLE SYSTENS AND ALGEBKAIC CURVES
N.A. Kostov

Joint Institute for Nuclear Research. Dubna

In the present paper we study the family of commuting
differential operators with elliptic coefficiente of the Halphen
type and also with spectral parameter. The integrability condition
of the pair of equations of Halphen type gives the large class of
nonlinear differential equations of Lax-Novikov type. The
algorithmic solution of the problem of conatructing Baker-Akhiezer
function assoclated to N-sheeted coverings of the elliptic curve is
g€iven. This algorithm is implemented using computer algebra system
REDUCE 3. Many examples, including the construction of new elliptic
solutions of completely integrable dynamical systems related to one
dimensional Schrodinger equation with Lame potential are presented.

AUTOMATIC GENERATION OF FINITE-VOLUME AND FINITE-DIFFERENCE CODFE.

S. Steinberg and P.J. Roache

Department of Mathematics and Statistics, University of New Mexico
Ecodynamics Research Associates, Inc. , Mexico

MACSYMA is used to automatically write finite-volume code for solving general sym-
metric elliptic partial differential equations in general coordinates. Most of the MACSYMA
code is written for n-dimensional problems, and then used to write code in one, two, or three
dimensions. The three-dimensional code is about 1400 lines long.

It is assumed that a physical problem is presented in a complex geometry, and then
transformed (using a general, non-orthogonal transformation) to a unit box in logical space
(where the computations are done). The transformationis  typically done using numerical
transformations (MACSYMA is used to write this code). In this abstract, finite-volume
means that control volumes in logical space are used to derive a finite-difference scheme for
approximating the problem. Much of the programming complexity is caused by the fact
that different quantities are computed at different points in the grid: the coordinates in
physical space are computed at cell corners; the solution of the PDE is computed (as a
cell-averaged quantity) at the cell centers; and the fluxes are computed a cell face centers.
Thus, MACSYMA must create loops that run over cell corners, cell edge centers, cell [ace
centers, and cell centers along with the relevant algebraic formulas.

Both the two-dimensional and three-dimensional codes have been thoroughly tested and
will soon be incorporated into production code at Ecodynamics. Amazingly enough, this
process produces essentially error-free code (only one error has been detected in each of the
codes).
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INTEGHATION OF SME CLASSES OF
LINEAF ORDINARY DIFFERENTIAL EQUATIONS
L.M.Berkovich®, V.P.Gerdt, Z.T.Kostova, M.L.Nechaevaky®

Joint [netitute for Nuclear KHesearch, Dubna

Various aspects of using computer algebra are considered ftor
solution of classic Kumamer problem: reduction of second order linear
ordinary differential equations (LUDE) to a given form. The wmost
general type of the point local variable transformation preserving the
order and linearity of equation is applied. Verv important cases of
the mentioned problem are such ones when the LODE under consideratlion
ie reduced either to an eguation with conatant coefficients (the most
attention is paid to that case), or to LUDE determining one of the knowun
special functions. Obviously. if the explicit form of the
corresponding transformation is found then the solution of the initial
LODE is expressed in guadratures or special functions. The necessary
and sufficient conditlons of mutual transformation of LODE are given
on the base of factorisation of differential operators. A specific
structure of variable transformation which includes known
gubstitutions as special case and allows to treat a verv wide class of
equations is of theoretical and applied significance.

The developed method gives an opportunity to apprcocach the problem
of solving LODE on the other hand as well-modifying ("multiplying”)
integrable potentials.In the paper an original procedure is presented of
constructing eequences of 4-parameter families of LODE being
integrable in terms of an initial (generating) equation.

On the base of the described approach which is constructive in ite
character., the corresponding algorithms for integration of LODE are
worked out and implemented in computer algebra svetem REDUCE. Several
examples of physical significance are presented.

COMPUTER ALGEERA APFLICATIORS POR
SOLVABILITY OF DOUNDARY VALUR PROBLEMS
A.N.Rmyantsey

Perm University, USSR

Linear and nonlinear boundary value probleme for systems
of functional-differential equtions (with ordinary derivatives)
are considered. Such problems include boundary value problems
for delay differential systems with integral boundary conditi-

%) Dept. of Algebra and Geometry, Kuibyshev State University 6 USSR.
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ons. The descriptions of consructive methods for investigating
of solvabllity  of the problems 1s presented.’'+2/me detatls of
realization of the methods USINg computer aigebra aTe discussed
( PONNAC, WATE ). The illustrative examples are preasnted.

RMeferences
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APPLICATION OF COMPUTER ALGEBRA TO ANALYSIS OF NECESSARY INTEGRABILITY
CONDITIONS FOR POLYMOMIAL-NOMNLINEAR EVOLUTION EQUATIONS
V.P.Gerdt, N.V.Khutornoy

Joint Institute for Nuclear Research, Dubna

Alexey Yu. Zharkov

Saratov state University
USSR

We use the symmetry approach to establish an efficient program [1]
in REDUCE for verifying necessary integrability conditions tor
polynomial-nonlinear evolution equations and systems in one-spatial
and one-temporal dimensions. These conditions follow from the
existence of higher infinitesimal symmetries and conservation law
densities. In the description of our algorithms and their
implementation in REDUCE we present in particular the basic algorithm
for reversing the operator of the total derivative with respect to the
spatial variable. One of the most interesting application of the
present program is the problem of classification when the complete
1ist of integrable equations from a given multiparametric family is
needed. In this case the program generates necessary integrability
conditions in form of a system of nonlinear algebraic equations in the
parameters present in the initial equations. In spite of their often
complicated structure, there are systems for which the solution can be
found in exact form ([2]. We present three examples of evolution
equations for which this system in fact is solved: a seventh order
family of Kdv-like scalar equations, a seventh-order family of
MKav-like scalar equations, and a third order family of coupled
KdV-like systems. The corresponding algebraic systems have infinitely
many solutions. These solutions have been found with the help of the
computer algebra system REDUCE by applying the Groebner basis method.
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DETERMINATION OF DISTRIBUTION PARAMETERS FOR W3 AYD W, n TEST
STATISTICS BY THE COMPUTER ALGEHRA APPLICATION

P.V. ZRELOV, V.V. IVANOV
Joint Institute for Nuclear Research, Dubna

The goodness~of-fit criteria are used for testing egreement bet-
ween experimental distribution of some physical value and theorstical
hypothesis. The so-called nonparametric goodheas-of-fit criteria,which
allow one to analyse nonhistogrammed experimental data, take a spe-
cial place among them. The omega-squared criterion (w‘). effectively
applied for an experimental high energy physics data handling, as
well as the omega-cube criterion (w)) proposed by the authors n /
relate to the class of criteria mentioned above, in partioular.

Efficiency of the criterion employed is determined by its power
function. Determination of sharp lower and upper bounds of power fun-
ctions for alternative hypotheses, which are at a fixed "distance®
from & null-hypothesis, is used by D.Chapman 2/ to compare some good~
negs-of-fit tests. In this method, in particular, some parameters of
test statistica distribution in case that empirical sample belonga to
alternative hypotheses with the distribution functions ensuring the
minimization or maximization of power function, are determined. The
exact expressions of such parameters for the w2-statistics are cum-
bersome and for the wl-statistics they are practically impossible to
be obtained in the ordibary way.

In this work the computer algebra systems REDUCE and muMATH are
used to determine the mean value and the variance of the alternative
distributions for the wi-statistics, which allows one to get more
exact expressions'of the power functions then those obtained by D.G.
Chapman approximately. Moreover, the corresponding parameters are ob-
tained for the wl-gtatistics as well, which enables the minimum and
maximum power functions for the new omega-cube criterion to be deter-
mined,

1. Zrelov P.V., Ivanov V.V. JINR Comxunication, P10-88-321, Dubna,
1988 (in Russian).
2. Chepman D.G. - Ann.Math.Statist., 1958, v.29, p.655.

73



THE EVALUATION OF INTEGRALS OF HYPERGEOMETRHI: FUNCTIONS
V.S.Adamchik, Yu.F.Luchko. ©O.1.Marichev
Byelorussian Unaiversaty, Minsk
USSR

The report contains the summary of algortthm and deseription of
programming packet for the evaluation of definite and indefinite 1n
tegrals of elementary and special functiens of hypergeumetrric type.
This algorithm ts very bulKy: 1t spreds over 80 per cent of integrals.
which are contained 1n the world reference literature and unboundeq
sets 0f new 1ntegrals too.

/1s and war mpore

The algorithm was worked ount in the monograph
precisely specified 1n the following papers of the author.This alge
rithm was broadly used during the compilation of three volumes rete-
rence book/zl, s5ince 1t 15 the most effective and universal method of
exact evajuation of integrals of wide classes.

The 1dea of the algoerithm consists 1n the following The wnaty
4) nlegral s transformed to contour antegral from ratio ot products
of Gamma-functions by means of Mellin's transform and Parseval's equa-
Jity. The residue theorem is used for the evalnation of the last i1nte-
gral, which due to the strict rules results in sums of hyper&ecmetric
series. The values of i1ntegral 1iselt and 1he 1ntegrand funclions are M
the special cases nf the Known Mel)er’s G-funcl:on/£'3/. 5
Programming pacKet 1§ realized 1n programming languages PASCAL f
and REDUCE. It also ntfers the opportunity of {inding the‘values tor
some wplegral transform: (Laplace, HanKel, Fourier, etc.). The RE-

DULE's part of packet contains the main properties of the welliknown
specral functions, such as the Bessel! and Gamma-functions, and the on-
es which are retated to them, Anger function, Weber function, Whittak-
er functions, generalized hypergeometric functions. Special place in
the packet 15 occupied by MeijJer's G-~function, for which the main pro-
perties such as finding the particular cases and representation by me-
ans of hypergeometric series are realized,
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ON CALCULATION OF INTEGER-VALUED CHARACTERISTICS
OF REPRESENTATIONS OF SIMPLE LIE ALGEBRAS

A.A.Zolotykh

Moscow State University, Moscow, USSR

The aim of this paper is to announce the package of applied
programs that was worked out by the author.

The package means to be used for calculation of Ssome
integer~valued characteristics of simple Lie algebras and their
irreducible finite-dimensional representations. This package gives
us possibilities to calculate the following characteristics:

- integer-valued characteristics of Lie algebras (such as the
dimension of algebras, the order of Weil groups, dimensions of
basic representations, the list of all positive roots and so on);

- lists of minimal representations of Lie algebras (all
representations are ordered by their dimensions):

- dimensions of Lie algebra representations;

- characters of Lie algebra representations;

- deconpositions of tensor products of representatiopns into
irreducible components.

The package is written in FORTRAN-77 and contains about 5000
operators. At present it can be used on computers of PDP types (or
SM in the USSR).

The author plans in the nearest future:

- to adapt the package for personal computers;

- to extend the package for semisimple Lie algebras;

- to add the reduction program connecting representations of
Lie algebras and thelr subalgebras.

More detailed information can be received in the laboxatory of
computational methods of the mechanical-mathematical department of

Moscow State University.
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CAS USE FOR NONLINEAR PARTICLE DYNAMIC ANALYSIS

A.S.DuBrovski. L.V.Provorov. V.G, SHIRONOSOV
Physical - Technical Institute of the USSR
Science Academy Ural Branch (lzhevsk)
Central Airhygrodynamic Institute (Zhukovski-33}

USSR

A Program package “OPUS” (i.e. searching (0) of the periodic (P)
solution equation (U) based on the least action principle (S)) 1s
presented 1n the paper. “OPUS” has been written by means of the
computer algebra system "ALCOR" in Refal language [1] and 1is based on
method generalization for the periodic solutions of the differential
equations using the critical points of the S action function {2]. The
package allows to perform the particles confinement i1n the rescnance
range [3] as well as out of it {4].

For n-approximation (n=1,2,..) having an analytical form “OPUS"
allows:

- to calculate the stable w2ighting zones of different bodies and
particles (from elementary to macrol in and out of resonance range,
~ to find the periodic solutions of the differential equations, not
containing an explicit small parameter, for Lagrange's systems,
where dissipation and disturbance are taken into consideration,
- to analyze nonlinear systems stability near the periodical
solutions,
- to optimize system dynamics using problem parameters,
to determine spectrum and conditions of c¢haos beginning for
nonlinear systems.
By using "OPUS" on IBM PC/AT you can solve the problems of charged
participle confinement in the traps. An example of it is represented
in the paper.

REFERENCES
{1] Proverov L.V., Schtarkman V.S.: Preprint IPM of SA USSR, n61, 166
(2] Shironosov V.G.: VINITI, Dep. 14.11.88, nB071, v88, 1988
(3] Bonschtedt A.V., Shironosov V.G.: Letters in GTF, 1988, v15, nS,
p82
{4] Toshek P. E.: UFN, 198Q, vi158, n3, p451
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GROUP CLASSIFICATION OF NONLINEAR DIFFERENTIAL SYSTEMS UBING
PERSONAL COMPUTER

A.A.Barmin, V.L.Topunov, D.L.Shiashkov
Mech.-mat. MSU, MDPI, Moscow, USSR

In this contribution we present a software meant for
investigation of structure of symmetry group of nonlinear
systems depending on the form of free functions and parameter
values, figuring on the system. The algorithm is based on the
exterior form calculus for building the defining equations of
the symmetry group. A passive form of the defining system is
build using a Groebner base techniques. Further investigation
consists of stepwise utilization of relations binding the free
functions end pirameters of +the original system. As an
application of this scheme a modal of ellectric curent flow in
thermoconductive plasma has been investigated, the model is
described by the following equations:

Tt = k(T) (Txx+‘1‘yy)+l('.l')g!ad(t)2 ; div(s(T)grad(f))=0.

Here T is the temperature, f is the field potential, k(T)
is the termoconductivity, s(T) is the electroconductivity of
plasma. Such a model is widely used for <(escribing heat
discharge. A classification of the symmetry groups depending
on the form of the k(T) and s(T) terms has been built. Exact
analytic solutions, corresponging to the symmetry group have
been found. These solutions have been used for simulating

nonstationary electric flow during a heat discharge.

AN ALGORITHM FOR REDUCING A BILINEAR ALGEBRAIC
SYSTEM INTO TRIANGULAR FORM
Z.7.Kosntova, R.M.Yamaleev
Joint Institut for Nuclear Research, Dubna
The method of elimination for bilinear algebraic systems is

presented.We propose an algorithm, baged on veotor linearization

method /1/«The initial nonlinear system of equations is reduced to
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linear system with noncommutative coefficients. Using analytical
technique, which is analogical to direct and inverse Gauss method
of solving linear equations we reduce the initial bilinear system
to triangular forms At the top of the triangle we have pslynomial
in one variable and after that the linear system of equations in
the rest of variables. The last system of equetions is equivalent to
initial one , is€s solutions of initial nonlinear system remain
unchanged., The algorithm is realized on computer algebra RLDUCE-3.2
for personal computers., This algorithm may be generalised to the

gystems of arbitrary degreec.

1. R.H.7amaleev. JINR.Comm., P11-85-315,Dubna (1985);
P5-86~250,Dubna (1986); P5-86-833, Dubna (1986).
R.M.Yameleev , Kh. Semerdzhiev. Serdika, v.13,p.272 (1987).

ON CA APFLICATION IN SCLVING ZOME STATEOTICAL
DYNAMICAL PROBLEMS

Y.V, Malamin, 1.E. Polostoy
The Form State Univers:iv, ussr

There has  recently  been  an incteased applioal tons of
compiter algshra ( CA ) systeie and separats synbole man
pulation prograws fol the random vibrabions analyses anome -
chagireal chijects,

The Wiobakility density BOL, U of the phae vector X of
a nenl e ayztem subject to randeom fluctualions iz known
to =zatisfy the Fokhker -F'la.nk—Kolnbgor'ov egquat, 1o

2p- —Em [ty pl 13 > e M o [Pl pao=pl®, (1)

Toe  approximate the problem =olution (1) ithe tol-
lowing  algorithms have been  implemented by CA  FORMAC: a
conbrination of the itteration method and density expansion
into & series in terms of Hermit fumetions;  the above but
combned with the Ga'lerkin method ror tbLhe stationary
probability density determination and others,

78



lwetee 1 oo gvowing thitetse t i wfochdstie swpmibieity
Prpecpy S bl et wit Al ton O PAIdUm POt el el facts
Coamnlrree e terr g patt toniat, To solve e prablens, one
Tt pateerad eZee Vlee Yaghtoclaged pAI TG Ol Thee wgqualions ot
et tean b P R oo bibee aubomat roation the FORMAC oy am
[P ERELN feerpoe Lopmet whioh ALttt 1At e SegueTides QY
WLt g CTatement: WEatten tn ferms of FURTRAN-4 (e a
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SOME COMPUTER REALIZATIONS OF THE REDUCE-3
CALCULATIONS FOR EXCLUSIVE PROCESSES

Ya.Z.Darbaidze, 2.V .Merebashvili

High Energy Physics Institute of Tbilissi
State University, Georgia, USSR

V.A.Rostovtsev
Joint Institute for Nuclear Research
Laboratory of Computer Techniques and Automation
Dubna , ussr

The REDUCE-3 algorithm for the calculation of the squared gauge
invariant set of Lree diagrams is given in the o«® order of the
perturbation theory. The necessity of using such program packages as
Factorizator, "COLOR"-Factor and so on is shown. The correctness of
calculation for the infrared radiation corrections as compared with
manual calculations is discussed. An example of applying the programs
for the matrix and noncommutative algebras is presented when the

. well-known supersymmetric commutative relation is proved.
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GROUP-CLASSIFIED POLYNOMIALS OF PNASE SPACE
AND OPERATIONS AMONG THEM

KURT BEANARDO WOLF aad GUILLEAMO KndTIicN

INTITUTO DA INVEBITIEACIONES BN MATEMATICAD APLICADAD ¥ BN SWTEIMAL
UNIVERMIDAD NACIONAL AUTONOMA DR Mixico

Ouernavese, Misieo
Polynomial fenctions of the (classical) phase varishies . p- q and ¢? are weeful in various
Selds of physics, incleding geemetric aberration oplics. They serve as homogeneous sp3zcen for

various group actions, and as realisations of the group clements themselves. The groups include
thhﬂrm”ﬂmmm‘mpmudmﬁd“ The operations
in whick the polynomiale participate may be Enear binations, producta, Poisson brackets, and
Baker-Campbell-Hauador £ compounding embodying the group cnmpmw- law.

We are interested in handliag the polyacmials througl structures that are efficient under
the above operatioas, by their coefficients in various bases. The menomial basis is ome obvious
choice that has been refined impramsively!?. Not-so cbvious improvements, for Poissoa brackets
and aberration-group compounding, is the symplectic basis; it wees solid spherical harmonics in
:mmwmmmemmmlﬂmmmzmup
to some polynomial degree, i.c., aberration ceder.

111 4.3, Deagt, E. Focest, sad K.B. Wolf, Poundations of a Lie algebrsi L optics. Ia Lie Methads
wn Oplice, Locture Notes in Physics, va.mus,:smu.u-munn Wolf (Springer Verlag,
Heidelberg, 1996).

By E Farmt ad M. Bers, Casonical stion with sos-staadurd aaipain; LM, Healy aad A, Dr
AR Lie aigebeale -n.; In Lic Mecthods in Optics, I Workohoy, Notes ia Physics, Vol. 352,
Edbyl(.l.ﬂol(w Verlag, Heidelberg, 1900).

Plk.s. Waolf, Noakinearity in Abarration Oplics. la Symmetrics end Nonkincsr Phenowens, Ed. by D. Levi and
P. Winternits {World Se-ull: Siagapere, 1088).

A PROGRAM FOR THE ANALYTICAL CONSTRUCTION
OF THE BIRKHOFF-GUSTAVSON NORMAL FORM

S.I. Vinitsky, V.A. Rostovtsev
Joint Institute for Nuclear Research
V.Yu. Gonchar, N.A. Chekanov
Kharkov Physical and Technical Institute
Ukrainian Academy of Sciences
USSR

Transformation of an initial classical Hamiltonian to a
simpler form, we shall call the normal form, represents an
universal method of the analysis and integration of equat-
ions of motion. If the Hamiltonian can be represented as a
power series so that its quadratic terms are summs of Hamil-
tonians of noncoupled harmonic oscillators with incommensu-
rable frequences than, as Birkhoff has shown, there exists a



canonical transformation such that the Hamiitontan in terss
of new variables is & power series in the variables of act-
ion only. Gustavson modifted the Dirkhoff sethod to the case
of commensurable frequencies. The Hamiltonian thus obtained
is the Birkhoff-Gustavson norsal form Transformstion of tne
Hamiltonian Lo the normal form may be accomplished by a se-
quence of canonical transformations, each of which trans-
forms a non-narmalized term of a lower crder to the normal
fora.

¥We have elaborated and presented here two routines on
the REDUCE system, GLTA and GITN for the analytical const-
ruction of the Birkhoff-Gustavson norsal form. The range of
validity of the Birkhoff-Gustavson normal form is discussed.

QUALITATIVE INVESTICATIONS OF SYSTEMS WITH COMPUTER ALGEBRA USAGE
A.V.Banshchikov, L.A.Burlakova, V.D.Irtegov
Irkutsk computer center of the SB of the USSR AS, Irkutsk , USSR

In papeu/"”:he functional contents of the package with MECHANIC symbolic calcu-
lations, intended for constructing of the differential equations of a motion of sys-
tems of interconnccted rigid and deformable bodies and their qualitative investiga-
tion is described. Apart from many developments on derivation of differential equa-
tions of a motion of systems bodies, where the symbolic calculations are used at the
stage of problem preparation for numerical integration, then in MECHANIC that part
is being developed, which deals with the qualitative analysis of solutions of obtain-
ed e¢quations of a motion in symbolic form,which allows to use computer algebra in in-
vestigating the field of mechanics and stability of a motion.

In this report a number of algorithms, put in the basis for the package develop-
ment is described. The means for obtaining the first integrals which are second-or-
der and linear by velocities{by quasivelocities), and also of the generalized Jacobi-
an integral and cyclic ones is discussed. The algorithas are based on the constructi-
on of invariant correlations of differential equations. The first integrals and in~
variant correlations are used for investigation of stability or instability of sta-
tionary solution by means of Lyapunov function method in accordance with Routh- Lya-
punov theorems, Lyapunov theorems, Chetaev theorems and others. In particular, this
approach may be applied to the systems of the form:

AX + BR +IX + PX + CX =Q(X,X).
where A,B,C are symmetric, P, 1 are skew-symmetric constant matricis, Q is the vec~
tor of nonlinear components; i(',)'(,x are the vectors of accelerations, velocities, co-
ardinates(in deviations from the unperturbed motion), for invescigation of various

forces influence on stability.
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Morenver,the problems of scabiticy of (avarione varivey vb stutionafy mitiony in
existing of constantly acting perturbatione of vercala classvs arv slan discyaned.
Package abilitlee are (lluntrated ar the wxample of necond=oude® ayutem. The pacliage
ie vvallzed at PL/E(P) and PL/L(Q) In opevating systems MVS, and V™ at tha.
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USE OF SYMBOLIC CALCULATIONS IN PROBLEMS OF MECHANICS
V.V. Leonov, V.M. Rudenko, A.lI. Zhurov

Institute for Problems of Mechanics, Academy of Sci of USSR,
Prospect Vernadskogo 101, 117526 Moscow, USSR.

Procedures written by means of the symbolic calculation system
REDUCE are considered in the paper. With them one can carry out the
following problems of mechanics:

deducing the kinetic and the potential energies of a mechanical
system)

working out the Lagrangian of the mechanical system;

obtaining the equations of wmotion, if we know the Lagrangian,
with the 2-nd kind method by Lagrange:

reducing the equations to the Cashy normal form rewriting them
to solve for the highest derivatives;

linearizing the equations in the vicinity of the equilibrium
conditions

constructing the solutions in a form of Taylor series, to a
needed accuracy, with respect to the independent variable.

The mentionned stages may be carried out independently from each
other. For example, if the Lagrangian of the mechanical system is
known the 1-st and 2-nd steps may be omitted.

The working of the procedures is illustrated by example of a
gyroscope with a gymbal suspension which rotation axes of the inside
and outside rings aren't perpendicular to each other.

There is a program-package "Polymech-symbol® which includes
these procedures as its part and is implemented on machines ES-1055,
ES-1055M and other computers which can support the REDUCE system.
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Dile Jdi W vl d el nboanth oV vheddans LI Gide vl dawladul
Lol & ndsliniad

we¥e APLGIOAIY, LeVe wisdol, Acls Jol8ain, fu.a. Plaaan!

Vi Juatconductors and cybe:v.muce' wnutitutes »f tue Usrodad
Acudenty a0 scleucess Kiev , usow

rie wetnod /14 Ur exact unolyticul culculation of tae auliicen-
tered quantun casul try integruls anc ita roulization by ameans of the
lunguage "Anulytic-73" are described. It in shown t.unt the sulticen-
tered intejsrals over the Slater orbitals can be reprssented through
tue lineas cuwbinstions ou tae eclewentacy wic gpecial functiona. Por
tie iirgt tiuwe the vxuct wxpresaions Jir tae moat ciaaplicated guan-
tun caemd. try integrala - tuv Lour-ceutered integrzls - arc obtaimed,
due analyticul expregsions uce compured witlh tue results of direct
couputer calculutions oo tie initial expresaloas or wulticentered
intesrulu. Dae wiulytical viprearions ror wulticentered iategrala
are conpldored ln tue agpect ol tacir application or calculatiug
tue elergy structure o L.ae wultistiwic uysiews from tne first prin-
ciplenl5'7‘ and, in purticular, Jor caleuluting tne parauctera of
exchunge intersctious oL dilivrent uuture. Juv progpecis o' casputer
algubra wpplicutions Llor bite quantwa chemistry problem are ulscuased.
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SYVEOLIC COMPUTATIONE IN DISCAETE GROWS
YV Biudev, LY Iudamey

Irhutal State University

USSR
Pessibllitios of a seftvare syntem BDSCOTES, developed

by the auter, are diacussed Thia system s destined for

belic putations (n discrets groupe The syates DISCOTIO
dosa metL pretend o & Dreadth of a wellinown system
GAW. but is not iInferior to It in an effectiverwes of
realized methods, ancd is undoubtedis more accessible for o
soviet. user.

The system OISCOTES® is destined for (Investigations In
combinatorial group theory. Two classical methods 72,
Todd~ er and Reid ister-Schreter are the algorithmic
base of the system.

An intersctive regime .~ provided in the system It gives
a possibility to control a pr of a praoblk solution
searching. An initial data languag k to b torial
group theory one. The effectiveness >f tLhe system depends on
» used memory space, therefore a real version of the system
iz developsd for 1081 computer, a= It iz a most spread In
the USSR computer with a memory greater than 10 MBytes.
Questions of a system transfer to PC are Investigated.
Fibonacci groups structure, nilpotent groups torsion
questions, and questions related with a solubility of
equations over cyclic groups have been investigated with the
aystem DISCOTEG”Y
REFERENCES : 1. C a n n o n J. Software tools for group
theory~ In : Proc. Santa Gruz conf. finite groups (Santa
cruz, 1979). Providence, 1980, p. 493-302.

2. Magnus W, Karras A, Solitar D
Combinatorial group theory- Interscience publishers. New
York, London, Sidney. 1966.

3.Bludov, V.V, Kh]lamo v E V. Computer application

to a soiution of equations over cyclic groups-In proc. inter.

algedbr. conf. Proc. of group teory. Novosibirsk, 1989. p. 18.

A BOUND OF DEGREE OF IRREDUCIBLE EIGENPOLYNOMIAL
OF SOME DIFFERENTIAL OPERATOR
A.V.Astrelin

Moscow State University, Moscow, USSR

The following robiem is considereu: for differential
operator D = P'gi + Qav to find such integer, that any irreduci-

ble poiynomial f dividing Df has degree deg f = K.
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An asigorithm {0 solve this probiem, when P and Q are homogene-
ous poiynomials of equal  degres. Le, Ry = x)h
.y = 4 a(f).is progosed

Let us take rational function s 1 !1s denominator
equals 0, answer is K<t Otherwise represent this function s a
sum of partial [fractions. f this decomposition has the form

T
Zl_—“_.l with rational r,, define r, = 1-r,-..-r, and define N

as least common muitiple of denominators of LA In this
case the answer will be

max [IIZON-r' , - EON." ]

Irreducible solutions f of equation Df = A-f, waere Axy) is
an nomial, will be the divisors of ynomial
yN-r, - N;r pol x, when i=0
1 - ¢ 1 , where 1 =
T,

N L -¢+ %, when i:9

for some ¢. If the decomposition has no that form the answer is 1.
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2. M.Singer, Formal solutions of differential equations //
Preprint. (Theses of report on conference ISAAC'89 Portland,
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RESEARCH OF EIGEN FREQUENCIES OF MECHANICAL
SYSTEM BY MEANS OF REDUCE SYSTEM

V.M. Rudenko

Institute for Problems of Mechanics, USSR Academy of Sciences ,
Prospect Vernadskogo 101, 117526 Moscow, USSR

Possibilities of use of the symbolic calculation system REDUCE
for analysis cof eigen frequencies of the mechanical systems are cons-
idered in the paper. An algorithm, implemented by means of the REDUCE
system, for determining formulae of computation of the eigen frequen-
cies is presented, The method and the features of the algorithm ope-
rating are illustrated by an example of a gyroscope with an elastic
gimbal suspension. The research of the eigen frequencies includes
both the numerical and the symbolic analysis of the mechanical sys-
tem. A simplicity (compactness) and a small relative error in the
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frequency calculating are the main criterion in deducing these formu-
laa. This alm is schieved at the expenss u! use of the physicsl fes-
tures of the mechanicel eystem and at the cxpense of representstion
of the characteristic determinant in form of s rational functioun.

Plots and computation for the eigen frequencies of the gyroscope
are presented in the paper. These illustrate qQuality of the expres-
sion obtained and help to make correct choice of the maine parameter
of approximation.

There is & program-packege "Polymech-symbol® that includes the
procedures under consideration #s its part and is implemented on mac-
hines E$-1055, ES-1055M and other computers which can support the
REDUCE system and the PORTRAN language.

INVESTIGAT [ONS OF STATIONARY MOTIONC OF THE oLl [ely wiTH
GROEBNER BASES METHOD

3. A Gutmk

institute of Computer Aided Design,Academy of Uciences. USSR,
MosCcow, USSR

[n thiz study the motion of the solid body about its
center of mass in central newtonian gravitational field under
the action of a constant torque, the gyrostatic torque and
drag force torgue is investigated. Equilibrium positions of
the solid body are in general case the sclutions of the system
of 8 algebraic equations of the second degree with 9 unknowns.
The principal moments of inertia and projections of the
disturbing moments enter this system as  parameters. This
polynomial system is solved by the Groebner Bases method, a
generalization of the Gauss exclusion method. Algebraic
equation from the reduced Groebner Basisz with respect to one
unknown specifles all the equilibrium positions of the solid
body in the space of parameters.

Groepner Bases are calculated for the following cases
the action of the constant moment or gyrostatic moment cnly.
Various combinations of disturbing moment= are conzidered.



NUMBRICAL - ANALYTICAL ALOGORITMM OF TRX
SOLUTION OF MATHNEMATICAL PHYSICS BOUNDARY
YALUE FROBLEMS

LieGeDuitriev,® K.0.Annaniysov™

Bthe Physical-Technical Institute of Turkmen
Academy of Soiences

Wscientific Industrial Corporation "Sun® of
Turkmen Academy of Sciences
Ashkhsbad, USSR

This paper deals with the comdined method of th~ solution of op-
timal control problems and mathematical physics boundary value illu-
strating some possibilitiea of REDUCE mystem.

Some parts of this method were used by D... Stoutemyer »
for solving nonlinear program by means of MACSYMA and J.F.Geer,
eMsAndersen while solving of boundary value problems on the base
of combination of Galerkin method and the method of pertubation theo~
ry. We combine all the above-mentioned ideas and in addition use the
method of penalty functions for elimination restrictions in appearing
ninimization problems. The inverae peualty value used as symbol along
with other symbols of the problem allows one to govern the aoourscy of
fulfilment of restrictions and the accuraoy of the solution c.
the auxiliary minimization problems.

Tre method is decribed by using two examples: on the linear pro-
blem of stabilizetion of the temperature field in the thin round pla-
te and on the nonlinear problem, describing the behaviomr of the boun-
dary layer of the plate, steamlined in tbe'longi.tudinal direction.

APPLICATION OF COMPUTER ALGEBRA FOR
SOLVING SOME MAGNET-OPTICAL PROBLEMS

1.V.Malyovanny, A.V.Samoilov, B.S.Volkov

Nuclear Research Institute, AS USSR
Moscow, USSR
The beam formed by the transport system must have
quite certain beam extent, divergence and correlation
betweern the particle coordinates and angles (beam phase
space) in accordance with sSeveral dynamic, experimental
and applied requirements. The necessary transformations of
the beam phase space are fulfilled by the transport
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SYNBOLIC-KUMERICAL METHODS FOR THE COMPUTER-AIDBD
STABILITY INVESTIGATION OF DIFFERENCE SCHEXES
E.V.Vorozhtsov and S.I.Mazurik

Institute of Theoretical and Applied Mechanics of the

U.S.S.R. Academy of Sciences Siberian Division, Novosibirsk
At present more and more attengggg is paid to the problem of the ap-
piication of symbolic manipulations on a computer for the sutomation
of a process of the stability investigation of difference schemes.
An impossibility of a complete formalizution in a aymbolic form of
different stages of the above process is u limiting factor in the ap-
plication of the above-mentioned means. ln ita turn, this circumstan-
ce does not enable one to carry out an analysis of the schemes compl-
etely in an analytic form on & computer. In this connection we dis-
cuss in our report the questiona of an interface between symbolic ma-
nipulations and numerical computations with the purpose of s complete
computer-aided asutomution of the stability investigation of differen-
ce schemes. The analysis technique is based on using the Fourier me-~
thod and various algebraic criteria of the Routh-Hurwitz and Schur-
Cohn theories. The application of the computer algebra means, in our
case of the apparatus developed in the REFAL lenguage, in accordance
with the above-mentioned approaches, enables us to reduce the process
of the stability analysis of schemes to the localization of the char-~
acteristic polynomial zeros or to the solution of some nonlinear sys-
tem of inequalities with reapect to the parameters sought for. For
the automation of the latter stages we have used in particular vario-
us numerical methods of the optimization theory end of the digital
image processing. To avoid the errors which may be introduced by a
man while organizing the symbolic-numerical interface the computer
generates at the symbolic stages of the methods a special FORTRAN
subroutine. This subroutine is then used at the numerical stages of
the metnods for the determination of the locus of points of the sta-



bility domain boundaries of the achemes. To reduce the computational
errors 4t the numerical stages we employ various techniques of the

scaling of the elements of the arising matrices as well as the arith-

metics of stored orders. The application of these techniques enabled

us to substantially inorease the accuracy of computations and the re-

liability of the results obtained. In eaddition, the application of

the digital pattern recognition techniques makes it posaible to cons-
truct the boundaries of multiply connected stability domeins of diff-

erence schemes, and the computer graphics means enable us to rapidly
visualize the obtained results of the analyses of schemes.

DERIVING THS VARIATIONAL PORMULATION AND CANONIAL EQUATIONS FOR
YOTION OF ELECTROPOLARIZBD SUPERPLUID HELIUM WITH SAC REDUCE

V.V.Bikov, V,.B,Gorsky
Gorky State University, USSR

The variationsl formulation of some physical fizld model is
a useful ultomative form enabling to use a well-developed me—
chanism of variational calculation to study the model ,There
exist ,however, no sophisticated algorithms allowing for any field
model to find a related functional , Very important are also the
Hamniltonian canonial equations of motion allowing for the study
. opecific medium to umse the classical theory of excitations,to
reveal common regulations in wave interactions,to gradually go
over to quantum generalization , Deriving the canonial equations
mkes up at this a difficult and poorly predicted problem /1/ ,

In this paper ,taking as an example the motion of eleétropo—
larized superfluid helium-II the variational formulation and ca-—
nonial equations are obtained through the system of analytical
calculations REDUCE-2 (SAC) /2,3/. Assigning some appraximete fomm
for the desired functional based on Hamiltonian principle and
using the 5AC to derive stationary conditions ,upon some itere—
tions we have found a necessary density of functional :

8= 3 puss SA-Uyfdpbsdin(pts SA)+ (08 /ot i Sty )+
«plg /0t +olieg )~ GaFte Yy pldinD-g) SAspl-3) Da(PTE)E

where U5 , ¥, are the superfluid and normal speeds; P » Pn sthe

full and normal densities of helium; § ,the entropy ; U ,the inter—

nal enerxgy ; q, ,the 2lectrical charge denaity ;& ,the Lagrange

coordinate of liquid particle;@.the electrical induction ; £ ,the

electrical voltage; € ,the electrical permeance; ¢ ,the time; ¥,
oL, y & & ,the Lagrenge multipliers ., Having applied to &

the Légendre transformation with density of full energy assumed

to be a Hamiltonian A and having used the SAC ,we have derived

the canonial equutions of motion :

S =Bh/Bpa-div{pls SA), y=-0hidpm-p-§U32 S=0h B=-oliv Sy, K=-Oh/ES2-Y,vu-T,
'E:ﬁh/dﬁs-dtrqq‘f: ;--Jh/d‘gs- ,‘;'-&, j‘;:f/t/a&l-d(rm , a=-kfhy=-y,ve,



where X i3 a chemical potu_xt:lul;'r.tho tnpamtum;d‘/w,zh.»
veriational derivative; and dﬂlgp/lt .

Note that the vanrictiofal description and eanoninl ecqu:siom
propoced by us for helium motion in some specific cuse of ordi-
:Im;-y liquid go over to the analogous results of electrodynanics

4/ .
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DEZRIVIRG THE ANALYTICAL FOMM OF CONDITIONS FOR SIGN DEPINITION

M, A .Choubarov
Reeearch Institute for Applied Mathematics and Cybermetics
of Gorky State Umiversity,Gorky, USSR

The requirement of sign definition for multi-varieble polyno—
mials arises in varioue applications,for examplo,when applying
the Lynpunov oncon@ method to the analyeis of stability of non—
exeited motions,or in studying the absolute atability of Lurje-
cluza dynamic syntem with the Gurvitz matrii ,or the problems
of syntheeizing the RLO-circuits . Below prcposed ip the wy of
deriving the conditions of polyncmiaml positivity through forming
the polynomial remain sequence (PRS). The polynomial remain
gequence RV(E(Z);E(Z)k(erg-"" 2.) in the ring G[Z] is found
as a result of pseudodivision of the kind

Wip  _ . " . .
@ h=9, R85 R=5/87,i=3,. v
W) p(v)
a4 8@, ReGlz] jand B, =0 .
Through C; and e‘- let us denote the higheot and lowest coef-
ficients_of P‘ ,and introduce the values CL = ¢, ¢c( und
E‘.=e‘- é.(p) ,whe re 6}“": 1’ ﬁ(’)lklz’ (-[Zzw/glf‘») Lor i 22 ;

ena (2, 2,)=(1~Sqn(z,2,))/2 ,tor Z, 20 .

Theorem ., The nécescsury and sufficient conditions for positi—
vity of polynomial f(z)=2f z*¢ (#70) will be £, 70
and one of the following conditione :

1) for the PRS R, (;f,f_,’) in the area of its definition

4 Pt ]
Z V(E, e )=Z V(Ccu, )
2) for the PES R, (fz5),zf,(z2)  in the mrea of ts de-

finition .y ot
i=Zf V(L".,Cé“)= P
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Por specific PRSs such as simplified PES or Hermite PRS/1/,
the oxpreasions for values q and E‘ will be consideradly
simplified ,

Refere 1ce

1) Choudbarov,N,A, Abo' . uriteria of non-negativity for poly-
nomials und finding the areas of absolute stadility //Differcntizl
und integrel equations . Mezvuz, eb,,Gorky,Gorky State University,
1979, No. 3,pp.149-157 (In Russian) .,

HIERARCHICALLY PERFORMED SYMBOLIC-NUMERIC SOLUTION
OF ONE ELLIPSOMETRY TASK

Ch. N. Kazasov

Sofia University, Bulgaria

In the given note the solving of the task of finding the
first and second derivatives of the ellipsometric angles ¥ and A
for arbitrary multilaver atructures following two =steps Is
discussed: obtaining of a symbolical solution in CAS REDUCE-3,
by which a completeé FORTRAN subroutine is created, and a
rubsequent. execution of the latter, with the purpose of computing
a numerical solution. It is stressed that it is impossible to
replace completely all the b 1 for obtaining a closed
formula of the functions % and 4 and then to find the derivatives
in the REDUCE system due to the very complicated exprossions.

Further, a method for performance of the symbolic step of
the solution of the task is offered, expressed in placing of the
subexpressions for computation of % and A into hierarhical
levels, obtaining of the derivatives for each level bottom-up,
and finding of the required toplevel derivatives using the
already known derivatives of the lower level subexpressions. Also
the common characteristics of the given task, wich reguire
hierarchical planning on the stage of =symbolic step, and the
advantages of this method are mentioned.
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ANALYSER OF FORLULAE FOR THE AUTOLATED TRAIRING SYSTENM
V.I. Demchenko, R.il. Fedorova

Joint Institute for IHuclear Researc! ,Dubna

Some problems of application of computer algebra to construc-
ting the automated training systems (aT.) for courses with a high
mathematization level (mathematics, physics, engineering,etc.) are
considered.

The main difficulty in construction of ATJ mathematical courses
is the correctness control of trainee's answers. The questions to
trainees and the answers to them as a rule have a form of analytical
expressions, formulae and other mathematical constructions. The ana-
lysis of the answers is impossible without executing such typical
analytical operations as simplification, comparison of expressions,
gubstitutions, pattern matching,etc.

On the basis of SAC FORLIAC-PL/1 special program "Formulae Ana-
lyser" has been developed. In a definite class of expressions the
algorithm for proving the equivalence of two analytical expressions
(trainee's answer and system pattern) has been realized. The program
is prepared as an external dynamical function of the system ADS-VUZ
and requires 250-300K operating memary of ES computer.

APFLICATION OF ANALYTIC COMPUTER CALCULATIONS POR
SYNTHESIS OP PAST-ACTING DEVICES FOR USEFUL EVENTS SELECTION IN
HIGH ENERGY PHYSICS SPECTROMETERS

K.E.Kozubsky, N.M.Nikityuk
Joint Inatitute for Nuclear Research, Dubna

The aspects of the application of analytic computer calcula-
tions for logical devices and special=purpose processors synthesis
in high energy physics spectrometers are considered. Por these pur-
poses an original approach based on the Algebraic GCoding Theory and
algebraical methods of signal processing is used. The variables re-
presenting coordinates and multiplicity of events registered in multi-
~channel detectors by charged particles are the Galois field GF( 2T)
elements.

This representation has some advantages:

1) Since algebraical operations are implemented over Galois
rield elements, the problem of minimization and formal representa-
tion of switch functions, is sBimplified;
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2) The inputs and outputs condition of comdinative schems is
encoded by Galois field elements; and the next inputs and outputs
copdition is represepnted as polynomial function of present inpute

and outputs condition;
3) With the large number of variables, analytic computer calcu-

lations can be used.

SymETRES AND FIRST INTEGRALS OF CHRAL SKYRME MODEL

A,R.Ptukha, V.I.Sanyuk

feaples Friendship University, Moscow, USSR

In this contribution we discuss some ways of finding a particular
farm of symmetry transformations and corresponding first integrals for
the equatian an the styrmion profile functians 8(x) (for details one
may consult lectures [1]3) 2

1 2s5in”@
O = f(x,0.8') = —————— [51’.n26 ( 1-29'2+—2—-} - 2xe- J . (D
¥ *35in” O %

Standard group~theoretical methods [2], including those which have
been realized in computer algebra sSystems give us the possibility
mostly to derive the determining equations which are solvable only
under rather substantial limitations on the farm of the function
f¢(x.6,8 ). In our case to get a solution of these determining
equations is as difficult as to solve the initial eqn. (1). But from
the corresponding ta eq. (1} overdetermined system of equatians in
partial derivatives it is possible to find out that the first integral
F(x,8,8") one can represent as a polynomial in &' (x):

Fix,8,0') = A _(x,8) % + ... + A (x,8) 8° + A (x,8) (2)
with unknown coefficients Ai(n,e).

It is possible to define those coefficients from the condition of
the Poisson brackets triviality: {(H,F}=@, where H -~ the Hamiltonian
one can get from the skyrmion energy functional with the help of
foincare’'s trick [3). The solvable cases for the corresponding system
of equations are discussed in this repart. Finally an etfective
algorithm of finding symmetry transfarmations and first integrals for
Newton’'s type equations (1) arising in a number of praoblems in
theoretical and mathematical physics is proposed.
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ON APPLICATION OF THE METHOD OF ANALYTIC CONTINUATION

S.P.sSuetin
Steklov Mathematical Institute, Moscow, USSR

For the well-known (see “'“) Emden (Lane-Emden) differen-
tial equation

(%) xy”(x) +2y’(x) + xy"(x) =0, y(0) =1, y(0) =0,

0 s @ s 5, the exact solutions have been found only for a equal
to 0,1 and 5. For that reason the main methods to investigate
the equation (*) are numerical methods 727

one question related to equation (*) is to find the first
positive zero p(xz) of the solution of (*). It is well known”'”/
that there is a formal power series solution of equation (*) and
there are recurrence relations for the coefficients of the power
series. The number of coefficients is computed in REDUCE system
as polynomials in a. Since for small «=0 the point p(a) is a
singular point nearest to the origin of the solution of equation
(*), we use the D'Alambert ratio test and compute the number of
coefficients of the formal pover series of p(a) in a 73, The
Taylor polynomials approximate the function p{a) only for the
small «. We use the Pade-approximants method to construct the
analytic continuation. The corresponding rational fractions
approximate the function p{a) on the interval 0 s a < 1.

1. Emden R. "Gaskudeln", Leipzig und Berlin, 1907.

2. Mohan C., Al-Bayaty A.B. "Power series solutions of Lane-
Emden equation® - Astrophys. and Space Sci., 1980, v.73, K 1,
P.227-239.

3. Editorial note to Wilkins J.E. "Radius of Convergence of
Power Series™, SIAM REVIEW , 1986, V.28, N 4, p.570-572,

O A REDUCTION ALGORITHM FOR CHIRAL L AGRANOIANS

V.I.Sanyuk

Feoples Friendship University, Moscow, USSR

an the base of rather popular Sikyrme madel (1] a reductrion scheme
15 precented, which gives a possibility to reduce the problem af
studying (3 + 1) - dimensianal chiral field models functionals to the
problem ot 1nvestigating dynamic syctems with one and a half degrees
af freedom.

94



As o farst step we find out in  what torm the model Lagrangian
should contain time derivatives of field functions. providing the
rialisation ot the functironal mifitma orn statac ti1elds. By the
dJetinttion (haral fanctionale are invariant under transformations from
the  charal  group bLsUF as  they are constructed out of chiral

1nvar tants, Wittt thic an mind e are to fand out a maximal compact
growp b for the tunctional ot 1nterest fcllowing the standard
procedure and the: up to the Coleman-Falais theorem to search for the
oinima 10 the clase of G-invariant fields. So far the next step i1n the
reduction scheme 1 to use the algorithm for esplicit form of
G anvariant fields derivetion and to get the so-called anzats. In what
tollows we are to stady the problem ot the functional absolute minima,
which may be realizable on this ancats for a given value of the
topologic al anvarzant of the model (the topoleogical charge). Here we
wre to nse methods of dirvect miamization of  functional with an
erpanding of the inntial phase space ot the model and the spheraical
rearrangement melhud 1n order to faind the absolute minima of the
fure t1onal. At all of those ctages we discuss possible limitations of
the given reduction scheme.

As diztinct from some previous publications the reduction scheme 1s
presented 1n the algorxttimic form, 50 that tt may be useful for
realilation ac o computer algebra system. We twope that 1t will help to
«reate a rather effective 1nstrument for studying a number of models
1 particle physices, 1 condensed  matter physics., 1n physics of
magnetics and = on.
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