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Abstract

Severe accidents in light water reactors have been the focal point of much
research, performed in the last two decades, aimed at understanding the inherent
physical phenomena and to evaluate proposed accident management schemes for
mitigating the consequences of such accidents. Severe accident progression and
consequences, as the reactor core overheats and melts, are intiinately related to
the interactions of the melt with coolant (water) and structures.

The objective of this work is to address the modeling of the thermal hy-
drodynamic phenomena and interactions, occurring during the progression of
reactor severe accidents. The main theme of the present work is to integrate
phenomenological modeling with mechanistic modeling. Integrated phenomeno-
logical models are developed to describe the accident scenarios, which consist of
many processes, while mechanistic modeling, including direct numerical simnula-
tion, is carried out to describe separate effects and selected physical phenomena
of particular importance.

Modeling of the in-vessel melt-structure interactions is the topic of the first
chapter. In its first part, models are developed for the core debris heat up and
the formation of a melt pool in the lower head of reactor vessel and the resul-
tant thermal loads on the vessel. The heat transport and interactions, occur-
ring in this scenario, are represented through energy-conservation formulation.
In order to describe the phase change associated with core debris and vessel
wall melting, a temperature-based enthalpy method is employed and the initial
energy-conservation equation is modified. Natural convection heat transfer in-
side the decay-heated melt pool is accounted for in this work by an effective
diffusivity-convectivity model. Its application has also been extended to the
case of metallic layers, heated from below and cooled from top and sides. These
models, implemented in a computer code named MVITA, have been applied
to predict the vessel thermal loads during core debris heat up and melting in
the reactor lower head. It was found that the formation of melt pool is quite
coherent and large melt pool volumes result coherently. If the reactor vessel
is not cooled from outside, the vessel melt-through is inevitable. With vessel
external cooling, the melt pool can be retained inside the vessel for moderate
power densities (or reactor power level), even though partial wall melting may
occur. Modeling of the crust formation has been included in the MVITA code.
We believe that it is the first time that the melt pool, crust layers, metallic layer
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and the vessel have been described in an integrated two-dimensional fashion and
the results obtained showed that the vessel thermal loads are reduced due to
the 2D heat diffusion in the vessel.

The second part of the first chapter deals with the issue of local vessel failure
and its modeling. Specifically, the process of melt discharge from the local
failure of the vessel and the dynamics of the failure enlargement caused by
the melt discharge process are considered. A general model, integrating major
physical aspects of melt discharge and failure site enlargement, is developed.
Analysis. based on this integrated model, was performed to study the effects of
various parameter uncertainties. It was shown that significant narrowing of the
uncertainty range of the process important parameters, such as the final size
of the failure in the vessel and the mean discharge rate of the core melt to the
containment, could be achieved when employing the new understanding of hole
ablation phenomenology.

In the second chapter, modeling efforts are directed towards investigating the
phenomenology of the mixing of a corium melt jet, discharging from the reactor
vessel, with water, present in the BWR containment lower drywell. Particular
attention is focused on the break-up of the melt jet in water. the behavior of
the fragments, as well as on the dynamics of the mixing zone and its feedback
to the break-up process. Numerical methods. which allow solution of the math-
ematical models of the multiphase system with minimal numerical diffusion,
are developed and used to investigate relevant interfacial phenomena, such as
Kelvin-Helmholtz instabilities and jet/drop fragmentation in a flow field. The
development of surface instabilities and fragmentation of melt jet or drops were
found to be affected strongly by the property variations in the melt-coolant sys-
tem caused, e.g., by the melt solidification and water vaporization. It was found
that break-up of a high-density melt drop in the water flow field is dominated
by the shear break-up mode, except when the melt drop has high viscosity. The
break-up of a heavy melt at the leading edge due to Rayleigh-Taylor instabil-
ities was found to be governed by the jet-water density ratio and jet velocity.
An integrated model of melt-water interactions is also developed in this work,
which takes into account major physical phenomena and inter-relations. Results
of the analysis using this model indicate the sensitivity of the general behavior
of the melt, drop, and water fields on a number of key factors, e.g., the heat
transfer regimes (film boiling and radiation). final fragment size, dynamics of
water vaporization and steam condensation, etc.

The third chapter of the dissertation is devoted to the problem of ex-vessel
debris bed coolability, i.e., behavior of a core debris bed, located on the con-
tainment floor, and the ablation of containment concrete basemat. The relevant



physical processes are described by a simple model, which takes into account the
dynamics of crust growth and the physical-chemical aspects of molten corium-
concrete interactions. Stability of the crust layer, separating the melt pool
portion of the debris bed and the molten concrete, as well as the heat transfer
through this layer (which is similar to that of film boiling) were found to be
important factors for concrete ablation. Coolability of an ex-vessel core debris
bed is determined by the bed geometrical configuration and structure. which
define the area available for cooling from outside. If such cooling is insufficient.
concrete melt-through is feasible.

Keywords: light water reactor, severe accidents, melt-structure-coolant inter-
action, melt pool formation, hole ablation, jet fragmentation, drop breakup,
premixing, debris coolability, natural convection, heat transfer, instabilities,
multiphase flow, phase change.
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NOMENCLATURE

Greek

! Thermal diffusivity, m?/s; Volume fraction, 1/m?

Nomenclature

Area, m?

Mass concentration, kg/m?
Friction coefficient

Specific heat capacity, J/kg-K
Diameter, m

Distance. m

Froude number, Fr = U?/(gD)
Mass flow rate, kg/s
Gravitational acceleration, m/s?
Height, m

Enthalpy, J/kg; Heat transfer coefficient, W/(m? K)

Thermal conductivity, W/(m.K)
Length. m

Mass. kg

Nusselt number, Nu = hD/A
Pressure, Pa

Peclet number,

Prandtl number, Pr = v/«
Internal heat generation, W/m?
Heat flux, W/m?

Radius, m

Oxidation rate, kg/s

Rayleigh number, Ra = gBATH?/av
Reynolds number, Re = UD /v
Time, s

Temperature, K

Velocity, m/s

Volume, m?

Work, J

Coordinates

xiii
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Dirac delta function: thickness

Surface curvature, 1/m

Thermal conductivity, W/(m K)

Dynamic viscosity, Pa-s

Kinematic viscosity, m?/s

Level function

Density. kg/m3

Surface tension. N/m; Stephan-Boltzmann constant
Time scale, s

49 Q9T B XN TE > O

Subseripts/Superscripts

a ambient fluid

ab ablation

bott bottom

br break-up

c coolant. condensation
calc calculation

cond heat conduction
conc concrete

cont containment

cr crust

D Decomposition

d melt drop/particle
db debris bed

dc discharge

dec decay heating

fb film boiling

ex explosion

fus fusion

h homogeneous, hole
int interfacial

j jet

lig liquid, liquidus

m melt

mfb min. film boiling
mp melting point

mz mixing zone

rad radiation

8 surface, slug

sat saturation

sd sedimentation



NOMENCLATURE XV

sl slug

sol solid, solidus

sub subcool

sup superheat

t turbulent

A\ vessel, vapor, vaporization
w wall, water

) initial

!

saturated liquid
saturated vapor

o free-stream conditions
Abreviations

BWR Boiling Water Reactor

CFD Computational Fluid Dynamics

cip Cubic-Interpolated Pseudo-particle method
ECCM Effective Conductivity-Convectivity Model
EPR European Pressurized Reactor

LWR Light Water Reactor

MAC Marker And Cell method

MCCI Molten Corium - Concrete Interactions

(MYFCI (Molten) Fuel-Coolant Interactions
MVITA Melt-Vessel InTeraction Analysis

NPP Nuclear Power Plant

NPS Nuclear Power Safety Division

PSA Probabilistic Safety Assessment

PWR Pressurized Water Reactor

RIT Royal Institute of Technology (KTH)

RPV Reactor Pressure Vessel

SKI Svensk Kirnkraft Inspektorate (Swedish Nuclear Power Inspection)
TMI Three-Miles-Island Reactor

VOF Volume Of Fluid method

VVER Russian version of PWR
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Contributions and Technical
Accomplishments

Technical Accomplishments and Contributions Chapters
: Appendices

I. Modeling of Melt-Structure Interactions

The Effective Convectivity-Conductivity Method (ECCM)
was formulated, which is able to provide correct descrip-
tions of the energy split as well as the heat flux distribu-
tion on the side wall for a highly-turbulent decay heated | Chapter 2,
1 | core melt pool. Extensive validation of the method against { App.A,
experimental data was provided. The modeling method | App.B

was also extented and validated for the case of natural con-
vection heat transfer in a metallic layer, heated from the
bottom and cooled from the top and side.

The MVITA code, based on the energy conservation equa-
tion with anisotropic heat conduction and phase change

Chapt 2
2 and employing the ECCM, was developed. The essential A apﬁer ’
aspects of the thermal interactions, e.g. anisotropic heat APP‘E,
pp-

conduction, debris melting, natural convection heat trans-
fer in the melt pool, convection heat transfer in the sep-
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Technical Accomplishments and Contributions

Chapters
Appendices

I. Modeling of Melt-Structure Interactions (cont.)

arated metallic layer, vessel melting, etc., are included in
the modeling. The code was employed to assess the possi-
bility of melt retention inside a PWR vessel with external
cooling as well as the timing of melt-through for a BWR
RPV without external cooling. The reactor analyses using
this model indicated the feasibility of the melt retention
accident management scheme, based on the vessel external
cooling. The analyses also helped to clarify the negative
effect of a thin metallic layer and the positive effect of the
multi-dimensional heat diffusion in the vessel wall on the
margin available for in-vessel melt retention. especially for
high-power reactors. It is the first time that the melt pool,
crust layers, metallic layer and the vessel have been de-
scribed in an integrated two-dimensional fashion.

Chapter 2,
App.A,
App.B

Heat transfer of the melt flow inside a hole was investigated.
A formulation of the turbulent Prandtl number, Prq, in the
thermal entrance region was developed, which is coupled
with a low-Reynolds k — € turbulence model to account for
the thermal laminarization of the flow in that region. This
formulation was validated against experimental data and
has been employed to study the heat transfer of the in-hole
melt flow.

Chapter 2,
App.C

A two-dimensional model of the wall melting process while
taking into account the protective effect of core melt crust
has been developed. This model and numerical procedure
are implemented in the HAMISA.2D/WALL code to de-
scribe the hole ablation process and the code has been em-
ployed to analyze the experimental data obtained from the
NPS/RIT hole ablation experiments.

Chapter 2,
App.D
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xxi

Technical Accomplishments and Contributions

Chapters
Appendices

I. Modeling of Melt-Structure Interactions (cont.)

A probabilistic assessment of melt discharge process was
performed for selected "bounding’ scenarios of severe acci-
dent in the Swedish BWRs, based on the simple models
of hole ablation and melt discharge processes. The assess-
ment employed the new understanding obtained from the
NPS/RIT hole ablation experiments to narrow the uncer-
tainty ranges of the melt discharge parameters.

Chapter 2

II.

Modeling of Melt-Coolant Interactions

A numerical method, based on an advanced Navier-Stokes
solver, coupled with the Level Set front-capturing algo-
rithm, has been developed to investigate the interfacial phe-
nomena, associated with hydrodynamic melt-water inter-
actions. The method was realized in a computer code and
was emloyed to study the interfacial phenomena associated
with the hydrodynamic interactions between high-density
melt with water. Particularly, the Kelvin-Helmholtz insta-
bility and the progression and fragmentation of melt jets
and melt droplets in water flows were investigated by this
method and code. A reasonably accurate picture of the in-
terfacial behavior was observed. Insights into the physics of
melt-water hydrodynamic interactions were gained and the
effects of melt and coolant property variations were studied.

Chapter 3 ,
App.E
App.F.
App.G
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Technical Accomplishments and Contributions

Chapters
Appendices

II.

Modeling of Melt-Coolant Interactions (cont.)

Probabilistic analysis of melt-water premixing was per-
formed. The analysis was based on the hydrodynamic bal-
ance assumption to define the melt mass in the mixing
zone and on simplified models of jet fragmentation. droplet
transport, and coolant thermal hyvdraulics, with emphasis
placed on the detailed description of heat conduction and
phase change inside the melt particles, and on the multiple
thermal grouping of melt particles present in the mixing
zone. Variation of the heat-radiation absorption by water
for high melt temperature was taken into account. Analysis
performed for the conditions typical for a severe accident
in Swedish BWRs helps to estimate the uncertainty ranges
of important premixing parameters, such as masses of melt
particles and molten particles present in the mixing zone,
average melt particle temperature, average void fraction of
the mixing zone, etc.

Chapter 3

A mechanistic model based on the simplified multifluid
models of melt jet, droplets, water and vapor, was devel-
oped to simulate the transient melt-coolant premixing. The
model was successfully validated against the FARO L-24
experimental data and has been employed to perform the
sensitivity studies on the effects of melt particle size and
water subcooling on the premixing.

Chapter 3
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Technical Accomplishments and Contributions Chapters
Appendices

I11. Modeling of Melt-Concrete Interactions and Debris Coola-
bility

A ’lumped-parameter’ model of melt-concrete interactions
was developed to study the behavior and coolability of a
core debris bed, which interacts with concrete at the bottom
with water on the other sides. The most essential physical
processes, i.e., the heat transfer from the melt pool to wa-
ter and concrete. the formation of crust at the boundaries
9 C Chapter 4
of the melt pool, the heat conduction inside the concrete,
the change of the pool properties, i.e. density. viscosity,
liquidus and solidus temperatures, etc., due to the mixing
of concrete slag with pool materials and the change of pool
temperature, were modeled. The model and code were ex-
tensivelyv tested against the available experimental data.




Chapter 1

Introduction

Beginning with the TMI-2 accident and later after the Chernobyl catastrophe,
accidents beyond design basis, or severe accidents, become the focus of reactor
safety. In the last 16 years, many analytical and experimental studies have been
performed to shed light on the physical nature of the thermal and hydrodynamic
phenomena. associated with severe accident progression. A more recent focus is
on establishing the severe accident management schemes, which may mitigate
the consequences of a severe accident if it occurs. The greatest concern of all
of the research efforts directed towards severe accidents is the prevention and
mitigation of release of radioactivity to the environment.

The progression of the core melt in LWR severe accidents is characterized by
the interactions of the melt with in- and ex-vessel structures and with coolant
(water) (see Fig.1.1). While the melt-structure (melt-vessel, melt-concrete) in-
teractions usually occur at length, during which gradual degradation of the
structure under attack occurs, the melt-coolant interactions are violent and of
very short duration, during which rapid pressurization may occur inside the
reactor vessel/containment resulting in dynamic loading of the vessel and con-
tainment structures. Water, as the coolant, is present in the vessel lower head
and in the BWR containment dry well in most PWR and BWR scenarios.

Much research has been carried out in the past, and currently, to improve
the understanding of the crucial physical phenomena associated with the melt-
structure-water interactions during severe accidents. Experimental studies, per-
formed in the framework of national and international collaboration, have been
providing a large data base about various aspects of these interactions. The
melt-vessel interactions and the in-vessel melt retention issues. for instance, led
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Figure 1.1:  Severe accident progression and associated physical pro-
cesses/interactions for a BWR.

to the initiation of many experimental programs around the world to study
the melt pool natural convection heat transfer (e.g., COPO [49], ACOPO [82],
UCLA [82], BALI [14], and RASPLAV [76] research programs, etc.), struc-
tural behavior under high temperatures, and other related phenomena. Local
vessel failure and its development (ablation) have been intensively studied in
the experimental program, carried out at the Nuclear Power Safety Division,
Royal Institute of Technology (NPS/RIT)[71]. In more than a decade. many
experimental programs have also been initiated to study molten fuel-coolant in-
teractions (MFCI), which could be the cause of early containment failure. The
experiments FARQO, addressing melt jet fragmentation and premixing issue, and
KROTOS, addressing steam-explosion issue, have been conducted for a number
of years [38][53][54]. Melt spreading and debris coolability issues, which define
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the long-term survival of the containment under melt attack, have also been the
objective of many experimental studies, such as ACE[69], MACE[70], SURC[26],
COMET1], etc.

Recently, analytical models and numerical simulation are playing an impor-
tant role in the development of the knowledge base about the relevant physical
processes and phenomena. Basically, there are two reasons for it. First, severe
accident physical phenomena involve extremely high temperatures, high pres-
sures, high heat generation rates, etc., which can not be easily reproduced in
the laboratory conditions. Second, together with the great improvement in our
understanding of the micro-physics associated with severe accident phenomena
and the quick advances of computational methods and the computer power, the
modern numerical simulation methods can be used efficiently to obtain insights
about a particular physical phenomenon. At the same time, these methods
can provide an integrated description of a big process with many phenomena
together with their interactions and feedbacks. In severe accident studies, mech-
anistic modeling has been employed to investigate, for instance. the melt pool
convection heat transfer [30], the effects of convection heat transfer inside a
metallic layer [31], melt jet instabilities and break-up in water [18], etc. Besides
mechanistic modeling, integrated models and codes have been developed and
applied to study complete processes. e.g., vessel local-failure ablation (HAMISA
code) [28], melt-water premixing (PM-ALPHA code) [81], core debris-vessel in-
teractions (MVITA[72] and LOWHED{84] codes), etc. Additionally, integrated
analyses have been also used to investigate the probabilities of global/local vessel
failure, frequency of a steam explosion under melt-water interactions, or timing
of containment basemat melt-through.

The current work summarizes results of modeling efforts, directed to describe
the various processes of melt-structure-water interactions, occurring during the
severe accident progression in LWRs. Particular focus is placed on the melt
progression period beginning with a quenched debris bed, located on the lower
head of a LWR vessel, and ending with a core debris bed, attacking the concrete
floor of the containment. From the spectrum of possible physical processes and
interactions occurring during this period (see Fig.1.1), the following processes
have been selected for study in this dissertation:



1. Melt pool formation in a quenched debris bed and the thermal
loads exerted on the vessel

Since the RPV is a major line of defense for preventing release of radioactivity,
maintaining the integrity and survival of the RPV under thermal attack of
the decay-heated core debris bed is of great importance. During the severe
accident scenario, if an early vessel failure due to jet impingement or in-vessel
steam explosion did not occur, the reactor vessel might be subjected to a long-
term thermal attack from the debris bed. If the amount of water in the vessel
lower head is sufficiently large and the rate of melt relocation is not so large. a
quenched debris bed may form in the lower head. If no more water is supplied to
the vessel, the core debris bed will eventually dry out and remelt to form a melt
pool. In contrast to the case of a solid debris bed, where the heat flux from the
bed surfaces to the vessel wall is almost uniform, the natural convection flows
inside the internally heated liquid melt pool impose a non-uniform distribution
of heat flux on the vessel hemispherical wall. The peak heat flux occurs near the
upper pool corner and the vessel wall at that location becomes most vulnerable
to a melt-through or a creep rupture. This scenario could result in global vessel
failure.

The correct prediction of the effects of natural convection heat transfer in-
side a prototypic melt pool is, therefore, very important for the assessment of
the vessel failure mode and as a corollary for the assessment of in-vessel reten-
tion through cooling of the external vessel wall. So far, the empirical work,
directed towards melt pool convection investigation has been mostly restricted
to small scale experiments with use of prototypic melt materials (RASPLAV(76],
SCARABEE BF1[42]) or to larger scale experiments with use of melt simulants
(COPO, UCLA, ACOPO, BALL etc.). The experimental results from the sim-
ulant material experiments have been extrapolated to the prototypic melt pool
configurations, although some questions have been raised. So far, analyses of
natural convection heat transfer, based on ’first-principle’ flow and turbulence
modeling, suffers from the inaccuracy of the standard turbulence models for the
stable and unstable stratified flow conditions (the Rayleigh number can be as
high as 10!7) and the inefficiency of the current numerical solver. In the present
work, an innovative and efficient model of the melt pool convection heat transfer
based on measured heat transfer correlations has been developed and validated
in Chapter 2.

The magnitude of thermal attack from the debris bed on the vessel wall is
affected by the thickness of the crust layer, located between the melt pool and
the vessel wall. The thickness of the protective crust layer is largely determined
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Figure 1.2: In-vessel Melt-Structure Interactions under Debris Heatup and Melt-
ing.

by the temperature of the vessel wall, which. in turn, is governed by the efficiency
of the heat removal from the vessel outer surface. Moreover. local vessel wall
melting beneath the crust may also affect the stability of this layer. A crust layer
may also exist on the top of the core melt pool, which maintains a constant-
temperature boundary condition for the melt pool. The top crust layer may
crack when it becomes too thin and unstable. For such conditions, the top
boundary condition of the melt pool may also change, which can affect both the
convection inside and the heat removal from the pool. A mechanistic assessment
of the effects and behavior of such a crust layer is also presented in Chapter 2.

During debris melting and pool formation in the lower head of reactor vessel,
segregation of melt components may occur because of density differences. The
metallic components (mainly Ze and Fe), which are lighter than the oxidic
ones, may float on the top and form a metallic layer above the oxidic melt
pool. Under such conditions, the path of heat removal from the top of the
debris bed may change due to the effects of greater heat conduction and natural
convection heat transfer in the metallic layer. The presence of such a metallic
layer raises some concern for the vessel integrity, since a large fraction of the
heat removed from the top of the oxidic melt pool could be focused to the
side of the metallic layer and threaten the vessel wall at that location [82].
Physically, the heat transfer inside such a layer is governed by a mixture of the



Rayleigh-Benard and the side boundary layer development convections, which
has been studied on separate-effect basis both analytically and experimentally.
An integrated multidimensional assessment of the effects of the metal layer for
prototypic conditions has been performed in Chapter 2.

Recently, the accident management concept of melt retention inside the ves-
sel has been accepted for the Finnish Loviisa (VVER-440) and is under review
for the AP-600 reactor by providing for the RPV submergence is submerged
into water in the event a severe accident is threatened. In this case, heat re-
moved by water nucleate boiling on outer surface of the RPV may be sufficient
to prevent the vessel melt-through and even preclude vessel wall creep-rupture
[79][82]. This scenario has been analyzed in the present work with the use of
the MVITA modeling approach, presented in Chapter 2.

2. Local vessel failure and its dynamics - hole ablation issue

Local vessel failure of LWR vessels is of primary interest, since these vessels
have an array of penetration tubes in the lower head, housing the control rods
and instrumentation lines for BWRs and instrumentation lines for PWRs. Un-
der thermal attack from the in-vessel core debris bed, these penetration tubes
may fail for several reasons, e.g., (a) creep of vessel wall around the tubes. (b)
tube weld failure and subsequent tube ejection under system pressure. and (c)
melt entry into the penetration channels [66]). The liquefied melt, accumulated
on the vessel lower head, may flow through the holes and discharge into the
containment. If the hole diameter is small, and the melt’s superheat is low, an
in-hole crust may develop and grow to form a blockages. Larger diameter holes
may ablate and grow larger in size if sufficient melt discharge occurs.

The timing of the local vessel failure is of interest for severe accident as-
sessment and management. On the one hand, it is desirable to retain the melt
inside the reactor vessel as long as possible, however, on the other hand. it is also
desirable to not have a large amount of core melt discharging from the vessel at
the time of vessel failure. In addition. accumulation of a large quantity of core
melt inside the vessel lower head could pose a threat of global vessel failure.

A review of experiments conducted in the past, mainly at Sandia National
Laboratory (SNL), can be found in the paper by Pilch [63]. Experiments and
model development have been conducted at NPS/RIT in order to gain an im-
proved understanding of the complex melt-vessel interaction processes which
occur during vessel failure and melt discharge [29].
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Uncertainty in hole ablation predictions arise from a number of sources.
The hole ablation dynamics is driven by the melt flow thermal hydraulics and
the dynamics of the in-hole crust. Since the hole length is comparable to its
diameter, the hydrodynamics and heat transfer in the hole may differ from that
of a developed flow. The instability of the in-hole crust, separating the hot melt
streamn and the molten wall. also complicates the boundary conditions for heat
transfer under ablation. Some aspects of the in-hole thermal hydraulics as well
as hole ablation process are addressed in the present work (see Chapter 2, part
2.3).

The characteristics of melt discharge, i.e., the melt jet diameter and the mass
flow rate, affect the later phases of the accident progression, especially when it
involves ex-vessel melt-water interactions. A high speed, large diameter melt
Jjet may not completely fragment in the lower dry well pool of a Swedish BWR
and a melt pool may attack the concrete basemat. A smaller diameter melt
jet may break up, fragment and premix sufficiently with the subcooled water
to develop a containment-threatening steam explosion. In this work (Chapter
2, part 2.3) probabilistic distributions of melt discharge characteristics are de-
fined employing as basis the deterministic models for hole ablation developed at
NPS/RIT.

3. Ex-vessel melt-water interactions - premixing phase

Investigation of the ex-vessel melt jet behavior has been conducted in the past,
but primarily for ejection under high pressure and without water under RPV
(36]. The deliberate flooding with water of the lower dry well in the contain-
ment space below RPV is provided in the severe accident management strategy
adopted for the ABB BWRs. This strategy has raised concern about the possi-
bility of a steam explosion with impulse loadings large enough to fail the con-
tainment early. Alternatively the melt-water interactions may be benign, i.e.,
they may fragment the melt jet and create a permanently coolable particulate
debris bed of temperature much below the concrete decomposition temperature.

In the last decade, several experimental programs were performed to investi-
gate the melt-water interaction issue. Specifically, the MAGICO [3]|. BILLEAU
(12]. and QUEOS [57] tests were conducted, using jet-like configurations of hot
spheres. in order to obtain data for validation of the pre-mixing models and
codes [81](55](39][11]. The interactions of melt with coolant have been experi-
mentally investigated in FARO (Ispra, Italy)[53][54] and PREMIX (FzK, Karl-
shure, Germany)[41][11] tests at high temperatures, using both prototypic and
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Figure 1.3: Conceptual illustration of the ex-vessel melt discharge and corium-
water interactions

thermite melts, and in JEFRI tests (IKE, Stuttgart, Germany){20] at low tem-
peratures. using Wood’s metal as jet simulant fluid and freon R113 as coolant.
It is worth noting that in high-temperature tests the melt mass was limited,
so that a quasi-steady state of melt-water interactions, which is relevant to the
prototypic severe accident case, might not have been achieved.

Difficulties in the analysis of melt-water premixing arise due to various phe-
nomenological uncertainties associated with the complex nature of and feed-
backs between melt-water hydrodynamic and thermal interactions. In general,
hydrodynamic corium-water interactions are characterized by the fragmentation
behavior of the melt in water and thermal interactions are characterized by melt
quenching/solidification and water vaporization. Thermal interactions between
corium and water could indirectly feedback to the fragmentation behavior of
the corium due to the change in the characteristics of the coolant (void content)
and of the corium properties (due to solidification). Recently, direct influence of
thermal interactions on fragmentation under shock propagation conditions has
also been reported [25).

In this work (Chapter 3), some aspects of the hydrodynamic melt-water
interactions, i.e. break-up and fragmentation of melt jets and droplets in wa-
ter, are investigated by means of a ‘first-principle’ direct numerical simulation,
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which employs an advanced numerical method with explicit interfacial tracking.
Further on, quantification of the ex-vessel melt-water premixing is performed
by means of a probabilistic assessment and mechanistic modeling. In the prob-
abilistic assessment, important scenario and phenomenological uncertainties are
addressed and as a result probabilistic distributions of important premixing
characteristics are obtained. Finally, an integrated mechanistic model of melt-
water premixing is developed and validated against experimental data.

4. Ex-vessel debris bed coolability

Ex-vessel debris bed could form as a result of melt deposition on the containment
floor after discharge from the reactor vessel. If the containment floor is dry, the
melt could reach it without significant change in temperature. The liquid melt,
therefore, could spread on the floor and form a homogeneous melt layer. The
coolability of such a layer is largely defined by the layer thickness and its heat
removal area, which, in turn, are determined by the characteristics of the melt
spreading. When the containment is filled with water (as a result of the severe
accident management procedure, adopted by the ABB BWRs, for instance), the
melt can partly or fully fragment before reaching the containment floor; the melt
temperature could decrease significantly during the melt-water interactions; and.
as a result, a quenched particulate debris bed may form. The porosity of the
debris bed formed is defined by the size distribution of the debris fragments.
Coolability of such a particulate debris bed depends on the competing processes
of decay heat generation and cooling. Cooling of the debris bed by water is quite
efficient and, for a porous debris bed, water ingress into the porous structure of
the debris bed may intensify debris cooling. If cooling is insufficient, the debris
bed can heat up and remelt, which leads to the formation of a core melt pool
on the containment floor. Under the thermal attack from the debris bed. the
concrete temperature may exceed the decomposition temperature and concrete
ablation results. The generation of large amount of gases from concrete ablation
may cause containment over-pressurization to failure.

Most uncertainties associated with the assessment of ex-vessel debris coola-
bility are related to the unknown form. composition. and porosity of the initial
debris bed. which are defined from the previous stages of accident progression
(ex-vessel melt discharge, possible melt-water interactions, melt spreading). The
long-term coolability of an ex-vessel debris bed is also determined by the cooling
condition around the bed. Spreading can also be considered as a measure to
provide large areas for heat removal from a melt layer (EPR severe accident
management strategy). Moreover, more active way to achieve debris coolability
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may also be provided by top or bottom flooding and quenching of the debris
bed by water. The possibility of debris cooling by top flooding has been stud-
ied in the MACE experiments [69][56], where it was found that cooling with
a water overlayer may not be sufficient for a thick debris layer, since a tough
crust formed on the upper surface of the debris bed may restrict the access
of the water from overlayer to the melt. Results of COMET-H experiments
[1) showed that bottom injection is an efficient mechanism providing long-term
debris coolability.

The issue of debris bed coolability is addressed in Chapter 4 where the
processes of debris heatup, melting and concrete ablation are included in the
modeling.

The severe accident issues considered in this dissertation form a logical sequence
of melt progression and melt-structure-water interaction investigation. A combi-
nation of 'first-principle’ phenomenological and integrated modeling approaches
have been developed to study different physical processes, involved in this se-
quence. The ‘first-principle’ modeling approach is utilized, when ever possi-
ble, to study particular physical phenomena (such as jet/drop deformation and
fragmentation), while integrated, but still highly mechanistic, modeling is de-
veloped to assess processes comprising of many inter-related phenomena (such
as in-vessel melt retention, melt-water premixing, etc.). It is worth noting that
there are other relevant problems, which are out of the scope of this disserta-
tion. From which, one can count, for instance. the issues of penetration failure,
melt spreading, steam explosion, etc. The process of melt relocation prior to
the formation of an in-vessel quenched debris bed and containment phenom-
ena (hydrogen propagation and combustion) have also not been studied in this
dissertation.



Chapter 2

Modeling of Melt-Structure
Interactions

2.1 Introduction

On melt relocation from the reactor core to the lower head, the processes of ther-
mal and hydrodynamic interactions of the high-temperature core melt with the
in-vessel structures and vessel itself begin, which may potentially compromise
the vessel integrity. During the course of such interactions, the reactor vessel
lower head may fail because of several mechanisms, which have been identified
[66] as

o Jet Impingement. Relocation of the melt from the reactor core in the
form of a coherent jet, impinging directly onto the vessel wall causes local
ablation and failure of the vessel lower head.

o Penetration Tube Heatup and Failure. Various penetration tubes in the
vessel lower head may fail as a result of melt entry into the penetration
channels, or tube-vessel weld failure, and subsequent tube ejection under
gravity or system pressure.

o Lower Head Global Failure. Heatup of the wall of the vessel lower head
under sustained heating from the accumulated debris bed may lead to
vessel melt-through or creep deformation, which may lead to a global
rupture of the lower head.

11
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Prediction of the integrity of the RPV lower head during core melt-vessel
interaction has been the subject of much experimental and analytical research,
performed for both PWR and BWR reactors. A review of previous studies,
related to the assessment of RPV thermal loadings and vessel failure, can be
found, for example, in the work by Rempe et. al. [66]. Separate-effect modeling
and assessment directed to obtain detailed information about specific processes
and phenomena involved, e.g. debris heat up and melting, melt pool convection
heat transfer, jet impingement heat transfer, etc. have been performed in the last
decades. In addition, integrated assessment has also been pursued to investigate
plausible modes of reactor vessel lower head failure and to define the major
factors and accident scenarios, which can affect or lead to these failures.

In this work, two important issues associated with vessel lower head failure
under melt-vessel interactions are investigated. The first issue concerns the
failure of RPV uunder sustained thermal attack from an initially quenched in-
vessel core debris bed. Models are developed for the debris melting and the
melt natural convection heat transfer. Based on the developed models, the
probability of the vessel survival and in-vessel melt retention is analyzed. The
second issue is related to some important aspects of the physics of local vessel
failure, e.g. dynamics of the failure size enlargement and the character of the
melt discharge from the RPV. A phenomenological model has been developed
for the hole ablation process.

2.2 Modeling of the Thermal Transients Associated
With the Debris Heatup/Melting and the As-
sessment of In-Vessel Melt Retention

2.2.1 Phenomenological picture and problem formulation

The thermal transients developing inside an initially quenched debris bed, lo-
cated on the lower head of a RPV, are due to the decay heat generation, which
results in the heat-up and subsequent melting of the debris bed. During such
transients, the characteristics of the heat transport and thermal loads on the
reactor vessel may change greatly as a result of melt pool formation and changes
in the crust thickness. Formation of a melt pool as a result of debris remelting
and the domination of natural convection heat transfer over heat conduction
in such a pool change the distribution of the heat flux imposed on the vessel
wall. In addition, if a metallic melt layer is resident on top of the oxidic, heat
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generating pool due to phase separation, the focusing of heat flux at the upper
boundary of the melt pool towards the side wall of the vessel may reduce the
margin for melt retention inside the vessel. The focusing effect is particularly
large for a thin metallic layer and vessel wall failure at near 900 angle could oc-
cur either as a melt-through or with large creep deformation. A thermal steady
state inside such a system can only be reached if the heat removal from the
debris bed balances the decay heat generation.

So far, the issue of melt-vessel interactions has been addressed in different
ways. Besides the large- and small-scale experimental studies, performed to
investigate this issue, e.g.. the melt pool natural convection heat transfer ex-
periments (COPO, UCLA, ACOPO, etc.), melt pool stratification experiments
(RASPLAYV), experiments on focusing effect in metallic layer (BALI, MELAD).
analytical work has also been carried out to assess both separate effects and
intergal phenomenology of debris-vessel interactions and in-vessel melt reten-
tion. The analytical assessment can be based on simple ‘lumped-parameter’
models such in the MAAP, MELCOR, and APRIL codes. or on more complex
2D /3D mechanistic models of the debris bed and reactor vessel such in the case
of RELAP-5/COUPLE, PASULA. LOWHED, and CORIUM-2D/3D codes. It
is worth noting that, due to the difficulties associated with the direct numeri-
cal simulation of highly-turbulent pool convection, the representation of natural
convection lheat transfer in the molten debris may be omitted (PASULA) or
provided by some simplified models (RELAP-5/COUPLE, CORIUM-2D/3D)
in the 2D/3D codes. A review of existing modeling approaches and computer
codes is provided in Table 2.1 (see also Appendix A). [17].

Table 2.1: Summary of MVI codes and modeling approaches

| Approach [ Code/Model | Remark
MAAP
Lumped- MELCOR
Parameter | APRIL
BWRSAR
MARCH/STCP
RELAP5/COUPLE | 2D/effective heat conduction
Multi- PASULA 2D /conduction only
dimensional | LOWHED 2D vessel/1D debris bed
CORIUM-2/3D simplified convection heat transfer

The current study is motivated by the need for an integral analysis of the
behavior of debris bed and reactor vessel during relatively long-term (several
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hours) thermal transients and the timing of possible vessel failure before a ther-
mal steady-state, if any, can be reached. A mechanistic model of thermal tran-
sients inside an initially quenched debris bed, located on the lower head of LWR
reactor vessel was developed. The model is based on (i) a description of homo-
geneous anisotropic heat conduction inside the porous debris bed; (ii) a fixed
grid phase-change model, employing the temperature-based enthalpy method;
(iii) an effective conductivity-convectivity model (ECCM) of natural convection
heat transfer in the molten part of the debris bed; (iv) a simple creep-rupture
model for RPV. The effect of a separate metallic layer was also accounted for
by extending the ECCM for the Rayleigh-Bénard type natural convection heat
transfer inside the metallic layer. The general model was realized in a computer
code (MVITA), which was extensively validated against available experimental
data and has been applied to analyze the coolability and retention of the debris
bed with cooling of the vessel outside wall, as well as the timing of RPV global
failure, if any.

2.2.2 Model of heat transfer with anisotropic heat conduction

The current modeling approach is based on the solution of an energy conser-
vation equation, derived for a two-dimensional general curvilinear domain in
Cartesian and cylindrical axisyminetric coordinate systems. The equation was
modified to account for the anisotropic heat conduction inside the debris bed
with assumptions about the homogeneous orthotropic characteristics of the ther-
mally anisotropic medium. This formulation of energy equation can be employed
to describe the anisotropic heat conduction inside the debris bed caused by non-
uniform material distribution. Moreover, as described later, natural convection
heat transfer inside the melt pool can also be modeled using this anisotropic heat
conduction model. The full description of the analysis method can be found in
Appendix A.

2.2.3 Fixed-grid temperature-based enthalpy model for phase
change

Phase change associated with remelting inside the debris bed is described by
a fixed grid, temperature-base, enthalpy method [21]. Based on a formulation
of enthalpy conservation, which is common for the solid. liquid, and interfacial
(mushy) regions, the energy equation was modified to account for the phase
change in the debris and the formation of a molten debris pool. The final form of
the energy conservation equation is given in Appendix B. In general, accounting



MODELING OF MELT-STRUCTURE INTERACTIONS 15

for phase change results in a modification of the specific heat coefficient and an
additional source term in the energy equation.

2.2.4 Effective conductivity-convectivity heat transfer model and
its validation

In the decay-heated melt pool, natural convection heat transfer is the dominant
mechanism governing the heat transport inside the pool and the magnitude of
heat removal at the pool boundaries. The flow intensity is characterized by the
Rayleigh number, which can be as high as 10! for a prototypic reactor melt pool.
In this dissertation, an innovative modeling approach is developed [16], based

Turbulent Mixing Zone ::; ?:_ g /

Temperature Stratified %

= Zone =

Figure 2.1: Physical representation of natural convection inside an internally
heated pool.

on an effective representation of the convective and diffusive terms in the energy
conservation equation, thus eliminating the need for solving the momentum
equations. The heat transfer inside an internally heated, convective melt pool,
cooled from all sides, is assumed to be driven by two major mechanisms (see
Fig.2.1): (1) vertical movement of stratified fluid layers in the lower part of the
pool and vertical turbulent mixing at its upper part; and (2) heat transfer to
the side wall through a boundary layer, developing downwards along the cooled
wall. The first mechanism is modeled by means of a newly developed effective
convectivity approach, in which the heat transfer in the vertical direction is
assumed to be driven by an effective velocity field, analytically derived from the
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pool characteristics and the cooling conditions at the pool boundaries. Since a
uniform velocity field is specified for the entire pool, mass and energy loss may
occur as a result of in- and out flows at top and bottom boundaries. A treatment
has been introduced to ensure energy and mass conservation inside the system,
which is based on redistribution of the heat and mass fluzes at the boundaries to
the inner part of the pool. In this modeling approach, when cooling takes place
on the side of the pool, another mechanism is introduced and modeled using the
effective diffusivity approach, which was first developed by Cheung et al.[78][23].
In this approach the heat conductivity in the horizontal direction inside the
boundary layer or the pool is modified in accordance with the heat transfer
coefficient at its boundary. Combination of above two modeling approaches
allows to describe the heat transfer inside fluid layers or pools, cooled at all
boundaries. More details about the method and the formulation of the effective
velocity for a fluid layer and a pool can be found in [16] (and Appendix A).
Together, the models described in previous sections comprise the MVITA code.

Table 2.2: Summary of the ECCM Validation [16].

I Geometrical configuration [ Experimental data J
Top-cooled fluid layers Kulacki et al. [48][47]
Top- & bottom cooled Kulacki et al. [46]

fluid layers
Side-cooled fluid layers Steinberner & Reineke [75]

Isothermal boundary Steinberner & Reineke [75]
square cavities

Semicircular pools Jahn & Reineke[40], COPO [50]
Hemispherical pools UCLA[5], mini-ACOPO[82]

Validation of the MVITA models has been performed by analyzing a number
of experiments employing internally-heated fluid layers and pools under different
boundary conditions (see Table 2.2). In the calculations. the effective vertical
velocity is estimated from the heat transferred at the top and bottom bound-
aries, while the effective heat conductivity is derived by employing Eckert-type
formulation for heat transfer across a developing boundary layer [22] on the
side boundaries. This procedure provided reasonably accurate description of
the heat flux distribution on the side boundary and the temperature field inside
the layer (or the pool) for both steady-state and transient cases. In addition.
the calculated amounts of heat removal from all boundaries of the layer (pool)
are in good agreement with the experimental data, which means the energy split
was correctly predicted.
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Validation was also performed against the COPO and UCLA experimental
data. which were obtained for the pool natural convection heat transfer at very
high Rayleigh numbers (1.34-10'4-1.61 - 10'® in COPO and 10'1-10!* in UCLA
experiments). The COPO experiments employed a two-dimensional "slice” of
the Loviisa torospherical lower head (including a portion of the cylindrical vessel)
at half scale. In UCLA experiments the pools had spherical form and contained
Freon-113, which was volumetrically heated using microwave energy. For both
cases, the ECCM modeling approach provided not only correct heat transfer
coefficients on the cooling surfaces but also the correct heat flux distributions
on the cooled side wall for the whole range of Rayleigh numbers (see Figs.2.2-2.3

[17)).

10

Nu_dn (Asfia & Dhir’s correlation) B
. @ Nu_dn (Present Work)
- ===- Nu_up (Mayinger et al., calculation)
B Nu_up (Present Work, H/R=1.0)
¥ H/R=0.72 (Experimental data)
A H/R=10
3 <4 H/R=0.55
0 m H/R=04

Figure 2.2: Comparison of the MVITA calculated Nusselt numbers with other
analytical and experimental results.

2.2.5 Extending the predictive capability of ECCM for the heat
transfer inside a molten metallic layer

In a postulated severe accident scenario with core melt-down, a metallic layer
may form on top of the debris bed (or melt pool) as a result of the pool material
separation (due to density difference) or due to direct deposition of molten in-
vessel metallic structures on top of the oxidic debris bed. A metallic layer, due
to its high heat conductivity, may focus some of the heat directed to the top
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Figure 2.3: Ratio of local to average Nusselt numbers on the curved wall -
comparison to the UCLA experimental data.

boundary of the debris bed (melt pool) to the vessel wall and. thereby, subjecting
that location to inordinately high heat fluxes.

Inside a liquefied metallic layer cooled from top and heated from bottom,
the heat transfer is governed by Rayleigh-Bénard convection. In the reactor
case, besides the heat transfer by Rayleigh-Bénard convection, there is also heat
transfer to the vessel wall, which is governed by the heat transfer through the
boundary layer developing downwards along the cooling side wall. When both
of these heat transfer mechanisms are active (termed as mixed convection),
the relative significance of each heat transfer mechanism depends on the layer
thickness/radius ratio and the boundary conditions applied to the top and side
surfaces of the layer.

In order to include the metallic layer into the integrated assessment of the
thermal transients in the late phase of in-vessel melt progression, the ECCM
approach was extended to include both of the above-mentioned heat transfer
mechanisms for the case without internal heat generation (@, = 0). The heat
transported by the Rayleigh-Bénard convection is modeled by employing a pair
of effective velocities, directed upwards and downwards from the layer center.
The heat transport to the layer side wall is simulated by means of effective heat
conductivity as before.
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This model was validated separately for the cases of pure Rayleigh-Bénard
convection and for mixed convection. The calculated temperature distribu-
tions and energy-splitting qualitatively agree with experimental data (MELAD,
BALI) and direct numerical simulation (DNS) data [19] (see Fig.2.4).
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Figure 2.4: Heat transfer in cavity with Rayleigh-Benard and mixed convection.

2.2.6 Application of the models and integrated MVITA code
for reactor predictions

The models described above and the corresponding computer code (MVITA)
have been employed extensively to assess the possibility of melt retention inside
a PWR vessel with external cooling as well as the timing of melt-through for a
BWR RPV without external cooling. The configuration chosen for the assess-
ment is an initially quenched debris bed located on the lower head of a reactor
vessel. No transient melt relocation and separation are considered.

Results of this assessment are presented in [17][31][72] (Appendices A-B).
The calculated results showed that the duration of the thermal transient in the
debris bed and vessel wall before the melt pool formation depends primarily on
the initial temperature and the decay power density. It is interesting to note
that, because of the large size of the debris bed. and its relatively low heat
conductivity, the effect of the bed boundary conditions on the thermal transient
prior to the formation of a melt pool is small: and, as a result, a large part of
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the debris bed reaches the melting temperature at almost the same time and
the initial melt pool already occupies a large volume fraction of the debris bed.

From the results of numerical assessment of melt retention inside an externally-
cooled PWR with the MVITA code, external cooling was able to remove the
heat incident from the melt pool on the vessel wall and prevent vessel melt-
through. The vessel wall was also protected by a crust layer, separating the
liquefied melt pool from the wall surface, and hence preventing a direct thermal
attack to the vessel wall by melt convection. Due to the natural convection, the
incident heat flux from the debris bed is highest near its upper corner. At this
location, partial wall melting may occur (see Fig.2.5) and the crust at this place
would 'float’ between the core melt and the vessel melt fluids. Stability of this
relatively thin crust layer may be under question, this is, however, out of the
scope of this work. The heat flux from the outer surface of the vessel wall was
shown to be well below the limit of boiling crisis (see Fig.2.6). For an externally
cooled PWR vessel loaded with 11 m? of core debris. the calculations showed
that a time of about 3-4 hours is needed by the system to dissipate 100% of the
decay power produced inside the core debris bed and this time duration varies
depending on the decay heat generation rate and the initial debris temperature.

TIME = 6h16'40" -

h
|

Figure 2.5: Thermal steady-state in PWR lower head with external cooling -
MVITA simulation (g,= 1.4 MW/m3).

Simulations, carried out for the case of debris bed covered by a thick or
a thin metallic layer, show strong effect of the thin layer on vessel thermal
loads (see Fig.2.6). Significant wall melting at the layer side wall and consider-
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Figure 2.6: Thermal margins of in-vessel core melt retention by external vessel
cooling, with thin and thick upper metallic layers above the oxidic debris.

able reduction of thermal margin available for melt retention are predicted for
the debris bed with thin metallic layer (see Fig.2.7). In this sense. this work
confirms the results of previous assessments performed by other authors [82].
Two-dimensional thermal diffusion inside the thick vessel wall significantly de-
creased the heat flux incident at outer surface of the vessel wall for the case of
the thin metallic layer. Fig.2.6 shows that the heat flux on the vessel outside
surface for the 2D calculation (solid line) is significantly lower than that for the
1D calculation (dashed line). It is also seen in the figure that there is very little
margin left for in-vessel melt retention for decay power densities greater than
1.4 MW/m?®. It should be noted that the metallic layer is located on top of a
very thin crust. If this crust is unstable and the metallic layer comes in contact
with core melt, the change in the temperature of the boundary condition at
the upper boundary of the melt pool could change the energy split in the pool,
which, in turn, could change the distribution of the thermal loads on the vessel
wall.

Without external cooling, the global vessel failure may occur as a result
of vessel melt-through or creep rupture. Fig.2.8 displays the evolution of de-
bris temperature and vessel melting in time. The results of the MVITA code
calculations indicate that for the given debris configuration and initial debris
temperature of 2000K, the vessel circumferential melt-through occurs at about
2 hour after the beginning of the calculation.

In this work, the melt-though of BWR vessel without external cooling was
also calculated. The melt-through of the reactor vessel wall occurs, respectively.
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Figure 2.7: Effects of thin metallic layer (q.= 1.4 MW /m?).

at 3 hours 46 minutes and 1 hour 54 minutes for the values of ¢, = 1.0 MW /m3
and ¢, = 2.0 MW/m? (Fig.2.9). However, estimation of the vessel failure due
to structural and/or creep loading. based on the Larson-Miller criteria. gave a
much shorter time for failure in comparison to that of vessel melt-through. The
vessel melt-through is predicted to happen at the upper corner of the debris bed,
which implies a global vessel failure. However, we believe that much before the
melt-through shown in Fig.2.9, one or more of the vessel penetrations located
near the vessel bottom will fail, since in the Swedish BWR, the instrumentation
line welds are high above the vessel bottom and will be subjected to thermal
attack from the melt pool.

2.2.7 Summary of the findings

The mechanistic models presented in this part are able to capture the phe-
nomenology of the thermal transients occurring during debris heat-up and melt-
ing in the late phase of in-vessel melt progression. Hence, it could provide rea-
sonable predictions for the prototypic cases of vessel failure due to melt-through
(BWR) or melt retention by external cooling (PWR). It is the first time that the
melt pool, crust layers, metal layer and the vessel have been described in an inte-
grated fashion in two dimensions. The results of numerical simulations obtained
show that the vessel thermal loads are reduced due to the two-dimensional heat
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Figure 2.8: Vessel melt-through without external cooling. ¢, = 1.4 MW /m3.

diffusion in the vessel wall. The ECCM approach to model the natural convec-
tion heat transfer is the major 'invention’ in this part, which is able to provide
correct descriptions of the energy split as well as the heat flux distribution on
the side wall for highly-turbulent decay heated core melt pool and metallic layer
with mixed convection.

Since the structural strength character of the vessel steel may change greatly
under the effects of high temperature and high heat flux, imposed from the decay
heated debris bed, and the in-vessel pressurization, earlier vessel failure may
occur as a result of creep rupture or structural failure. This factor necessitates
the coupling of structural with thermal analyses in future work.
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Figure 2.9: Temperature distribution and melt pool configuration at BWR vessel
melt-through (debris decay heat flux g, = 2.0 MW /m?3).

2.3 Ablation of A Local Vessel Failure Site and Its
Assessment

2.3.1 Phenomenological picture and problem formulation

Local failure may occur at a penetration, when the core melt attacks penetration
tubes, housing the control rods or instrumentation systems (in both PWRs and
BWRs). From the assessment by Rempe et al.[66], failure of penetration tubes
{(control rod or instrumentation tubes), or local vessel creep failure, are much
more likely in comparison to the global vessel failure. Due to the high heat flux
from the melt flow, which is at a temperature much higher than the vessel melt-
ing point, initial local failure will enlarge in size. The melt discharge rate and
other characteristics (composition, superheat) are important for determining the
consequences of the ex-vessel accident progression, i.e. ex-vessel fuel-coolant in-
teractions (FCls), direct containment heating, debris coolability, etc. Thus, an
improved understanding of lower head ablation during melt discharge through
a local failure site, is a necessary step towards defining the consequences of the
ex-vessel melt-structure-coolant interaction processes.

The melt ejection out of the vessel would be governed by the driving forces
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(vessel over-pressure, hydraulic head of the melt pool) as well as the melt flow
and heat transfer-induced ablation of the lower head wall around the initial fail-
ure site. The lower head failure location may affect the discharge flow, although
eventually, most heat-generating material could be ejected. Phenomenological
considerations of vessel-local failure ablation are built around three key ele-
ments: (1) the thermal-hydraulic behavior of the core melt in the vessel lower
head: (2) the fluid dynamics and heat transfer in the ablating hole; and (3)
the thermal and physical (phase-change, mass-transfer) response of the lower
head wall (see Fig.2.10). During the core melt discharge, convective heat flux
(from melt flow) is the driving mechanism for (vessel) hole ablation. The heat
transfer, in its turn, depends on the hydrodynamics of the in-hole melt flow.
Since the hole may be quite short, the thermal developing region may occupy
the most of the hole length. Besides heat transfer from the melt flow, other
factors may also have strong impacts on ablation process. Based on a ten-
tative identification, ranking and evaluation of related physical mechanisins,
the most important phenomena are found to be [28] (i) crust behavior under
high-Reynolds number flow conditions, (ii) convective heat transfer with phase
change (freezing/melting) boundary conditions, and (iii) the multi-dimensional
heat conduction and ablation front propagation in the vessel wall beneath the
crust.

invessel

melt pool (50-150 tones)

wall melting &
hole apblation

Figure 2.10: Vessel local-failure ablation scenario.

In this work, some phenomenological aspects of the vessel local-failure ab-
lation are addressed. First, attention is given to the modeling of the in-hole
heat transfer under thermal developing conditions. A correlation for turbulent
number is introduced, which can be used to relate the thermal characteristics of
the flow in the developing region with its turbulent properties. Further, a two-
dimensional model of the wall ablation front was developed and implemented
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in a code named HAMISA, which has been successfully applied to predict and
analyze the hole-ablation experimental data. In order to assess the sensitivity
of the key melt-discharge parameters, e.g. the mean discharge rate and the final
failure(hole) size, on various factors, such as crust stability, heat transfer param-
eters, presence of in-vessel crust, etc.. probabilistic analysis is performed, which
is based on the simple models of relevant physical phenomena coupled with new
understandings gained from the KTH experimental observations about the hole
ablation phenomenology.

2.3.2 Modeling of turbulent heat transfer from the in-hole flow

The melt flow in the vessel failure hole is characterized by the thermal and
liydrodynamic boundary layer development. Analysis of heat transfer in the
thermal developing flow is important because of high heat transfer coefficient
in that region. The flow regime in that region may be laminar or turbulent.
The entrance effects on heat transfer in the laminar flows have been studied
extensively in the past [74]. However the flows of important practical interests
are mainly turbulent. Recently the two-equation & — ¢ model has been widely
utilized in the modeling of turbulent Hows. While the models of that kind can
be successfully applied to describe the characteristics of thermally and hydro-
dynamically developed flows, their straight use for the thermal entrance region
may fail to give a satisfactory result. The reason of that failure might be the
absence of Reynolds analogy in that region, since the eddy diffusivity of heat, oy,
changes in the flow direction along with the development of a thermal boundary
layer, while the eddy viscosity, 14, remains unchanged. So far, the most common
approach to include the effects of turbulence into heat transfer simulation is to
model the turbulent heat fluxes with the classical Boussinesq approximation.
The unknown eddy diffusivity for heat «; is expressed by the known (from so-
lution of k£ and € equations) eddy viscosity v;, so that a; = TDI%' Unfortunately,
this formulation with the assumption of the analogy between turbulent heat and
momentum transfer, when the turbulent Prandtl number Pr; is prescribed as a
constant, may not be valid in the thermally developing region.

In this work (see Appendix D) a formulation of Pr; in the thermal entrance
region is developed, which is coupled with a low-Reynolds k& — € turbulence model
and has been employed to investigate the heat transfer in this region [15]. The
formulation is derived from the set of Reynolds-stress and turbulent heat flux
equations while taking into consideration the non-equilibrium heat transfer in
developing region and the thermal anisotropy near the wall. The full description
of the formulation as well as some validation results can be found in Appendix D.
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Practically, the corrections brought about by this formulation cause an increase
of the turbulent Prandtl number in the thermal entrance region to account for
the thermal laminarization of the flow in that region. Validation of this model
against available experimental data by Babus'Haq et al.[6][7] is presented in
[15)(Appendix C).

2.3.3 Two-dimensional hole ablation model

In this section the effects of preheating and multi-dimensional heat conduction
inside the vessel wall on hole ablation are investigated. The HAMISA.2D/WALL
model has been developed to describe two-dimensional heat conduction with
phase change below the ablated hole. A two-dimensional model of the process,
coupled with an efficient numerical technique, has been developed. This model
and numerical procedure are realized in a computer code named HAMISA.2D/
WALL. The numerical method prescribes a dominant direction of boundary
movement, which is assumed to be perpendicular to the initial hole surface. The
heat conduction in the other direction is taken into account in a semi-implicit
manner. The speed of the melt front of a given horizontal layer in cylindrical
coordinate system (r, z) is defined through the difference between the heat flux
imposed on the interface, ¢;n:, and that taken away by heat conduction, gcong.
as follows (see also Fig.2.10)

pu'qus,u.-

\/T.g + 2(QinI_QC0nd2"'oAt _
Vab(zv t) =

~ (2.1)

where r, is the position of the melt front at time t,. and At is time step,
At = t — t,. Calculated values of V,; are then used to track the phase-change
interface. .

Analyses performed with the HAMISA.2D/WALL code were used to design
the experiments, e.g.. define the initial thermal state of the test plate, set re-
quirements for melt pouring times, and design the test plates. Moreover, this
model also provided accurate pre-test predictions for many hole ablation exper-
iments (see Appendix D).
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Table 2.3: Initial parameters for the 'bounding’ scenarios [59].

Parameter/ Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4
Bounding scenario

AP (bar) 2-7 2-7 2-7 4.5
Dy o (cm) 5-15 50-400 5-15 6.5
M. (tonnes) 40-160 40-160 20-60 10
ATgyp1 (K) 10-190 10-190 10-390 150
Composition oxidic oxidic metallic metallic
Mm.2 (tonnes) 20-100 20-100 20-100 40
ATyup2 (K) 10-390 10-390 10-190 100
Composition metallic metallic oxidic oxidic
My, 3 (tonnes) - - 160-1m1,, 2 120
ATsyp 3 (K) - - 10-190 100
Composition - - oxidic oxidic
Peont (bar) 2 2 2 2
Tpoot (K) 323 323 323 323
hpoor (m) 4,710 47,10 4.7,10 4.7,10
Masses m,.| and m., 2 are directly correlated.

Melt mass my, 3 is released gradually.

"Oxidic” composition refers to mainly oxidic melt.

"Metallic” composition refers to fully metallic melt.

2.3.4 Probabilistic analysis of the hole ablation and melt dis-
charge processes

As mentioned before, the process of melt discharge is accompanied by hole ab-
lation and enlargement, which feedbacks to the discharge rate and time. Since
there are many scenario-related and phenomenological uncertainties associated
with initial conditions for melt discharge and in-hole ablation process, it is,
perhaps, appropriate to apply probabilistic analysis to investigate the process.
The purpose of this analysis is to investigate the sensitivity of the important
process parameters, such as the final failure size and the mean discharge rate.
to the uncertainties of the scenario-related factors (initial conditions such as
melt temperature and vessel pressurization) and phenomenological factors (heat
transfer coefficients, crust existence, etc.). As in the previous work performed in
the framework of APRI-2 [59], the initial and input conditions for the melt dis-
charge and vessel ablation processes are given in the form of bounding scenarios,
in which various important factors are sampled from probability distributions
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(see Table 2.3).

The probabilistic analysis is based on the simple models of hole ablation
and melt discharge processes. The melt discharge regimes can be classified as
coherent release and gradual release [59]. The coherent melt release is mainly
driven by the pressure difference (between the in-vessel and containment pres-
sures) and the hydraulic head, while the gradual release is controlled by the
thermal processes (melting) in the in-vessel debris bed. As in [59] the models
for coherent and gradual melt releases are defined by

Coherent release

dm 7 D>
*f = —PmVdc- 4dc (2.2)
2Ap
vee = Cp (2.3)
Pm
Ap’ = Pyessel — Peont + PmgHm (2~4)

For the coherent release of melt, the discharge coefficient may change as a func-
tion of the hole height. In this work, this coefficient is given by

1

Cp = ——=. (2.5
er + fO )
where f. = 0.45 and
0.75 if 5 >1
= de 26
fo { 1.60 otherwise (2:6)
Equations 2.5 and 2.6 are based on data measured at RIT/NPS [71].
Gradual release
dm, Qe
- Xdec 2.7
dt Ah,, (2.7)
Mm.oxi
Q:iec = deec (2.8)
MMtotal
Ahy,, = Cp,m,sol(Tmp,m _Tm,o) + Ahfus + Cp,m,liq(Tm,dc - Tmp,m) (2-9)
Ablation of the lower head of the reactor vessel is defined by
dDdc 2hm——vATm‘v
= 2.10
dt p’u[cp,'u(Tmp,v - Tz?) + hv,fus] ( )

The most important factor here is the temperature difference between the melt
and the vessel wall, which defines the heat flux to the wall. If no crust on the
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wall is assumed, this temperature difference can be very large
ATm—v = Tm - Tmp,u;, Tmp’u( ~ 17OOK. (2.11)

However, with the assumption about the existence of the melt crust on the vessel
wall around the hole, the temperature difference reduces to

ATy = Ty — Topm. with Ty =~ 2800K. (2.12)

If the probability of crust existence is assumed to be 0.5, a wide dispersion of
the discharge parameters, e.g. final hole diameter and mean discharge rate,
was obtained (see figures 2.11-2.13). The series of hole ablation experiments
performed at KTH emphasizing a binary melt simulant, as well as the analytical
results obtained using the HAMISA code, indicated that the crust always exists
in the hole. Including this information into the probabilistic estimates greatly
reduces the uncertainties in the discharge parameters as shown in figures 2.11-
2.13.

With the in-hole heat transfer coeflicient, h,,_,, given by a deterministic
condition: k
hm_y = Num_l.Bﬂ = (0.0025 + 0.0030) - Pe, (2.13)
de

uncertainty range of discharge parameters can be narrowed even further as
shown in figures 2.12-2.14.

The effect of the crust formed at the lower part of the bottom head on the
melt discharge rate was also investigated in this analysis by introducing an even-
distributed crust thickness in the range [0..10cm]. The existence of this in-vessel
crust did not affect the value of final failure diameter. However, the uncertainty
in the crust thickness at the lower part of the bottom head could change the
probability distribution of the melt discharge rate (see Fig.2.14).

2.4 Concluding remarks

The modeling and numerical analyses, performed in this work, help to resolve
some important issues, associated with the in-vessel phase of melt progression
and melt-structure interactions.

The thermal transients during late phase of melt-vessel interactions were
effectively addressed by means of a mechanistic heat transfer model, which com-
bines the essential aspects of the thermal interactions included, e.g. anisotropic
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heat conduction, debris melting, natural convection heat transfer in the melt
pool, convection heat transfer in the separated metallic layer, vessel melting,
etc. The reactor analyses using this model indicated the feasibility of the melt
retention accident management scheme, based on the vessel external cooling. It
was also found that the presence of a thin metallic layer could significantly re-
duce the margin available for in-vessel melt retention, especially for high-power
reactors. The analyses also emphasized the great importance of the crust lay-
ers, separating the hot melt pool from the wall on its side or the metallic layer
on its top, thus providing a protection for the wall against direct melt contact.
Stability and dynamics of such crust layers should be the focus of future work.

The melt-structure interactions involved during the ablation of a local vessel
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failure (hole) are important issues, which were also addressed in this work. Some
in-depth understandings about the heat transfer inside the hole and wall ablation
were gained here with help of the separate-effect modeling and investigations.
The effects of many other factors, which can only be prescribed with some
uncertainty ranges, were studied by means of a probabilistic analysis. It was
found that narrow distributions of important process parameters. such as mean
discharge rate and final hole enlargement, could be obtained with employment
of new understanding about the lole ablation phenomenology.



Chapter 3

Modeling of Fuel Melt-Coolant
Interactions

Mixing of melt and water before an energetic interaction {steam explosion) may
occur is usually termed as premiring. The general picture of melt-coolant in-
teractions under ex-vessel premixing is schematically presented in Fig.3.1. As
can be seen from the figure, difficulties related to the premixing assessment are
due to the complex nature of and feedbacks between melt-coolant hydrodynamic
and themal interactions. In general, hydrodynamic corium-water interactions
are characterized by the break-up and fragmentation behavior of the melt in wa-
ter, and thermal interactions are characterized by melt quenching/solidification
and water vaporization. Thermal interactions between corium and water feed-
back to the break-up and fragmentation behavior of the corium through the
changing characteristics (voiding) of the coolant and the corium (due to solid-
ification). Recently, direct influence of thermal interactions on fragmentation
under shock propagation conditions has also been reported [25].

In the premixing phase, the fragmentation behavior of the core melt is gov-
erned by various instability mechanisms, developed as a result of (liquid-liquid)
contact and relative moverment between corium and coolant. Fragmentation
of thin melt jets, for instance, is governed by the capillary instability, brought
about by surface tension effects at low velocities. Fragmentation of larger jets
is driven by two major mechanisms, termed as Rayleigh- Taylor and Kelvin-
Helmholtz instabilities. At the head of the jet, Rayleigh-Taylor instability is
likely to occur, when the jet penetration is resisted by the stagnation pressure
exerted by the ambient fluid, which has to be displaced. As the flow velocity
into the head is likely to be greater than the velocity of moving down head,

33
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Figure 3.1: Physical phenomena and interactions under ex-vessel melt progres-
sion.

the flow of jet material must spread sideways, even swept back by the up-flow
of the ambient liquid. Further, the development of unstable perturbations at
the leading edge would lead to break-up of the head structure. Away from the
jet head, Kelvin-Helmholtz instabilities (instabilities that occur when there is
strong shear in the velocity profiles: here between the fluid in the jet and the
ambient liquid outside) may occur on the body of the jet. Such type of insta-
bility leads to oscillations of the jet surface, which may cause stripping of jet
material from the jet (jet erosion) or break-up of jet body into melt droplets (jet
atomization). Jet fragmentation will lead to a particulate field. Corium drops
or particles might further fragment in the flow field due to the same instability
mechanisms, which govern jet fragmentation.

Thermal interactions between the very high temperature core melt jet, or
droplets, and water are governed by the heat transfer from the melt to water by
film boiling and/or heat radiation. With the energy exchange the melt droplets
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would cool down and solidify, while the water would heat up and vaporize. The
change of melt properties during its solidification, as well as the formation of a
two-phase (water-steam) zone around the melt particulate field would provide
significant feedbacks to further melt fragmentation and mixing.

In this chapter, some aspects of the non-explosive ex-vessel melt-coolant in-
teractions are addressed. First, numerical analysis is performed to investigate
the instabilities and fragmentation of a melt jet, or a melt drop, in a flow field
under isothermal conditions. This analysis is based on ‘first-principle’ modeling
with use of advanced numerical tools, which help to minimize numerical dif-
fusion associated with property discontinuities across the interfaces. Then. a
full scope assessment of the ex-vessel melt-water interactions, which combines
the effects of the major physical phenomena and processes, e.g. jet fragmenta-
tion, particle formation and dynamics, heat transfer by boiling and radiation,
water vaporization and steam condensation, is pursued. The purpose of this
assessment is to identify the factors, which may have significant effects on the
dynamics of the process (melt-coolant interactions) as a whole.

3.1 Simulation of the interfacial phenomena associ-
ated with hydrodynamic melt-water interactions

3.1.1 Background

The phenomenology of melt-water interactions is very complex and consists of a
wide spectrum of thermal and hydrodynamic processes, which interact with each
other. Among these processes, fragmentation of the melt in water is perhaps
the most important. since it defines the further thermal and hydrodynamic
interactions between melt and water. Even though there are some indications
that thermal fragmentation may take place when hot melt mixes with water,
the current analysis of melt fragmentation is based mostly on the hydrodynamic
breakup mechanisms.

Hydrodynamics of the melt-water interactions is characterized by the de-
velopment of instability waves on the interfaces. which may lead to interface
deformation and destruction. As noted before, there are two mechanisms, re-
sponsible for the development of these instability waves. which are termed as
Rayleigh-Taylor and Kelvin-Helmholtz instabilities. Under the sustained melt
pouring and mixing scenario the Kelvin-Helmholtz instabilities seem to be the
most important mechanism, governing the interfacial interactions.
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Isothermal instability and fragmentation of a melt jet in water field can
be assessed with use of linear, non-linear, or asymptotic analyses, which help to
identify the fastest growing instability modes as well as the corresponding growth
rates for some simple cases of interfacial geometry (planar or cylindrical) [20]. In
these analyses, a great deal of simplifications and assumptions are introduced,
which, in general. reduce the generality of the analysis and the applicability of
the analytical results to practical cases.

Currently, CFD methods have been also applied to simulate interfacial phe-
nomena and the behavior of multiphase systems. The continuum modeling
approach is most well known and has been widely applied to investigate the
system with multiphase inclusions. In severe accident analysis, there are several
computer codes developed to simulate melt-water mixing, which employ this
modeling approach (CHYMES [35], PM-ALPHA [2]. IVA [44] [45], MC-3D [10]
and IFCI [27] codes). Generally, this approach is based on multivelocity, multi-
fluid continuum and interpenetrative motion of its components. The multiphase
system is. therefore. described by the Eulerian formulation of conservation equa-
tions, derived for each system component (fluid). Interactions between compo-
nents are presented by the time- and space-averaged. interface-exchange, closure
correlations, which are generally obtained from the separate-effect experiments.
The major drawback of this modeling approach is the non-generality and inac-
curacy of closure correlations. While this approach may naturally be applied
for dispersed multiphase problems, its application to the highly heterogeneous
problems is very questionable.

In order to model the multiphase system with distinct separation of phases,
there exist other CFD methods, which are based on a single continuous de-
scription applied for every phases. In general, they can be classified as the
‘Lagrangian’ and the 'Eulerian’ approaches. In the 'Lagrangian’ approach, only
the equation of interface motion is solved. This generally reduces the com-
putational demand considerably and eliminates numerical diffusion altogether.
However, this approach is best suited for initially well-defined interfaces, which
may not develop into a complex topology. In the Eulerian modeling approach,
a multiphase system is described by a single field and the phase component
distributions are represented by variation of the field properties across the com-
putational domain. To solve the system of conservation equations, a high-order
numerical scheme may be needed in order to reduce numerical diffusion and
oscillations, arising around the phase discontinuities.

Hybrid 'Eulerian-Lagrangian® methods combine the advantages of the both
modeling approaches. On one hand, they can track both the motion of the in-
terfaces and the behavior of the outside media. On the other hand, the interface
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can be kept sharp with very small numerical diffusion. Some hybrid 'Eulerian-
Lagrangian’ methods are based on the 'volume-tracking’” (MAC, VOF), while
the others are based on ’front-tracking’. The ’*front-tracking’ methods do not
require the reconstruction of the interface after each time step and. therefore,
enjoy considerable popularity. Recently, a front-tracking algorithm named Level
Set, which was first formulated by Osher and Sethian [61], has been more and
more widely applied for multiphase flow modeling.

3.1.2 Description of the modeling approach and solution algo-
rithm

The melt-water hydrodynamic interactions were analyzed in this work with use
of ‘first-principle’ modeling, based on the solution of the flow {Navier-Stokes)
equations, coupled with a high-order numerical scheme CIP. and the level set
front-tracking algorithm. The effects of the interfaces on the flow motion (surface
tension) are accounted for in this approach. These are described in the following
paragraphs.

Dynamics of the two-phase flow system with interfaces are described by the
Navier-Stokes equations. written in the fixed Eulerian coordinate system:

w + (u-Vju = F + %[—Vp + V. (uD) + oké(d)n]. (3.1)
Veu = 0 (3.2)

where u = (u,v,w) is the fluid velocity, p = p(x,t) is the fluid density, pu =
u(x,t) is the fluid viscosity, D is the viscous stress tensor, and F is the body
force. The last term in Eq. 3.1 is the surface tension term. which is concentrated
on the interface. We denote ¢ as the surface tension, x as the curvature of the
front, d as the normal distance to the front, é as the Dirac delta function. and
n as the unit outward normal vector at the front. Note that, in the previous
formulations, only one system of the Navier-Stokes equations is derived to de-
scribe the two-phase medium. Therefore, the local properties in these equations
should be modified to present the spatial distribution of phases.

The high-order Navier-Stokes solver - CIP algorithm

In order to solve the system of Navier-Stokes equations a finite-difference,
high-order numerical scheme is employed, which mitigates numerical diffusion.
In most finite-difference methods the accuracy is increased by increasing the
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number of discretization points used in the approximation of derivatives. This
leads to an extension of the stencil which is often undesirable (loss of the tridiag-
onal nature of the matrices, difficulties near a boundary, etc.). In this work, an-
other method, named the Cubic-Interpolated Pseudoparticle (CIP) Method, is
employed to solve the Navier-Stokes equations with high accuracy. This method
was developed by Yabe et al.[87] and has been successfully employed to solve
the system of Navier-Stokes equations for both compressible and incompressible
fluid flows [88]. In general, the CIP method solves general convective-diffusion
differential equations by dividing them into non-advection and advection phases.
These are symbolically written as

of
5 = 8 (3.3)
df
< =0 (3.4)

where f is the computed variables and g is the right-hand side of the Navier-
Stokes equations, which includes the diffusion and source terms. The non-
advection phase can be solved by finite difference or finite volume methods.
Then. a cubic-interpolated profile of the intermediate solution is shifted in space
according to Eqn.3.4. In determining this profile, f and its spatial derivatives
are used as independeunt variables. In each time step, not only the values but
also their spatial derivatives are updated. As a result, significantly large com-
putational memory is needed in CIP method, compared to the other methods.

The level set front-capturing algorithm

For the case of melt-water mixing, since the local properties p and u change
sharply at the interface, conventional finite difference schemes will incur exces-
sive numerical diffusion when solving the equations, and thus transforming the
property distribution in time. Instead, we shall use the level set technique to
capture the moving interface. The main idea of the level set methodology is to
embed the propagating interface as the zero level set of a higher dimensional
function ¢. The level function ¢ is initialized as a signed distance function, i.e.

P(x,t =0) = =d, (3.5)
where d is the distance from x to interface, and the plus (minus) sign is chosen
if the point x is outside (inside) the region bounded by the initial interface.

If the interface propagates normal to itself with speed V, then motion of the

interface can be described by a Hamilton-Jacobi type equation [61]

¢ — VIV + (u-V)p = 0. (3.6)
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This equation will move the zero level of ¢ on the Eulerian grid exactly as the
actual interface moves. Since ¢ is a smooth function, unlike p or i, the above
equation is easily solved numerically.

Property smoothing using the level function

Special care must be taken when solving the Navier-Stokes equations at the
interface (¢ = 0), where the physical properties change sharply, aud when com-
puting the delta function which appears in the momentum and energy equation.
In order to smooth the changes at the interface and to eliminate the numeri-
cal oscillations, the properties are computed using a regularization Heaviside
function, H. as follows:

pe(x) = p1 + (p2 — p1)He(d(x)). (3.7)
pe(x) = m1 + (p2 — m)He((x)). (3.8)
where H is defined as
ifd<e,
H.(d) = (d+¢€)/(2¢) + sin(nd/e)/(2m) if |d] <e. (3.9)
1 ifd > e

and e is the regularization parameter.

Correspondingly, we define the regularized delta function §, as [77]
%(1 + cos(Z4)) /e if |d| < e.

€

de(d) = (3.10)
0 otherwise.

The resulting surface tension force, defined in the Navier-Stokes equation
3.1, is, therefore, represented by the following smoothing formulation

okd(d)n = od(¢) VeV - (%) (3.11)

Using the level function, intrinsic geometric properties of the interface can
be determined as follows:
Normal vector:

Vo
n = —— 3.12
Vel (3.12)
Interfacial curvature:
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3.1.3 Summary of the simulation results

The modeling approach presented above was employed to investigate three im-
portant issues of the melt-water interactions. First, behavior of the Kelvin-
Helmholtz instability waves, which appear on the jet body as a result of its
relative motion in water, are studied. The factors, which may affect the in-
stability, are identified and investigated numerically. Second, deformation and
fragmentation of a melt jet in water under isothermal conditions are simulated.
The simulation results are then compared to the case of a pseudo-jet, consisting
of spherical balls. The comparison helps to clarify the effects of surface phenom-
ena on jet progression and fragmentation. Finally, the deformation and breakup
of a single melt drop in flow field is considered. The effects of the drop solidi-
fication and water vaporization are represented by changing the corresponding
field properties.

Development of the Kelvin-Helmholtz instability waves

The development of surface instability waves caused by shear on the surface
between two fluids (melt - water) in relative motion is numerically investigated.
The fluids chosen are Cerrobend and water. These simulant materials have
been employed in the experimental program of jet fragmentation performed at
NPS/RIT. These two fluids are moving relative to each other. The velocity
difference is 3m/s.

The evolution of the interfacial waves of different wavelengths was investi-
gated. The initial wave amplitudes were chosen depended on the wavelengths.
For the long and medium waves (wavelengths A equal to 5cm and 2.5cm, re-
spectively), the initial wave amplitude is 5mm. For waves of length, the initial
wave amplitude of 2.5mm was chosen. Fig.3.2 depicts the SIPHRA simulation
results for a long-wave case.

The simulation results show that in most cases the initial disturbances roll
and form wave leading edges. The results also indicate that further evolution of
the leading edge is affected not only by the shear, but also by the vortex field
formed.

Long waves were found to be more unstable than short waves for the chosen
conditions. The computational results indicate that the development of only
the very short wave instability is more-or-less irrotational. Surface tension and
viscosity both were found to have a damping effect on the instability develop-
ment. especially for the short waves. Development of the instabilities for the
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Figure 3.2: Long-wave Kelvin-Helmholtz instability, A = 5 cm.

long waves is governed by the rotational flow and. therefore, is less affected by
the surface tension and viscosity variations.

The propagation speed of the waves, C,, was estimated from the simulation
results and is found to be (1.23 + 1.25) m/s. This data is then compared with an
analytical solution of the Kelvin-Helmholtz instability in irrotational perturbed
flows: Eqn.(3.14).

_ pm - coth(k - hm)upm + pa - coth(k - hg)ug

C,
i Pm - coth(k - hy) + pg - coth(k - hgy)

(3.14)

where £ is the height of the layer and k is the wave number determined from
the wavelength. For the given conditions, the equation (3.14) provides C, ~
1.2 m/s. As can be seen from the comparison, good agreement between the
SIPHRA results and Eqn.(3.14) is observed.
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Jet instability and breakup

Penetration of melt jets into water pools and instability behavior of the jets
are simulated by the SIPHRA code. Isothermal hydrodynamic interactions are
assumed. Two fluids with different densities, i.e. p, =2710 kg/m? or p,, =
7810 kg/m?, are employed as melt materials. Viscosity of melt phase is chosen
as ftm = 1.6 - 1073 Pa.s, which is that of Wood's metal. The inlet jet velocities
are set to the values, similar to those employed in the tests FPD98 and FPA97
of the BILLEAU experimental program [12] (see Figs.3.3-3.4).

Figure 3.3: The SIPHRA simulation results for FPD-98 conditions, t = 0.2 s
and 0.4 s. (melt properties: p,, = 2710kg/m>, p,, = 1.6 - 107 3Pas, 0 = 0.4
N/m).

Figure 3.4: The SIPHRA simulation results for FPA-97 conditions, ¢ = 0.2 s
and 0.4 s. (melt properties: p, = 7810 kg/m3, p,, = 1.6 - 1073 Pa.s, 0 = 0.4
N/m).

The results of the simulation indicated that the deformation of the jet leading
edge and the jet progression rate could be well defined using this modeling
approach. The calculated deformation and the progression speed of the jet
leading edge are in good agreement with the experimental data (see Appendix
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E). No difference was found between the results obtained for the cases with and
without surface tension, which indicates that the surface tension has little effect
on the development of the Rayleigh-Taylor instability and the jet progression
rate. It is also worth noting that in the BILLEAU experiments the jets were
made of spherical balls. Good agreement between our results and experimental
data seem to indicate that fragmentation of a heavy jet in water seems to be
driven primarily by the dynamic effects, not by the interfacial interactions.

Deformation and fragmentation of a high-density drop in flow field

Deformation and fragmentation of high-density molten metal drops (pq =
9200 kg/m?, 0 = 0.4 N/m) in water (p, = 1000 kg/m3) were investigated for
different drop-ambient relative velocities (varying from 1m/s up to 15m/s). The
initial drop size was chosen to be 9mm.

The results of the simulation are presented in Appendices F-G (see also
Fig.3.5). In most cases, bowl-shaped drops appear at the very beginning of the
drop deformation process. The results of the present study imply that shear
breakup is the dominant breakup regime in liquid-liquid systems. In particular,
the drop breakup is associated with stripping of smaller drops from the periphery
of the core drop. It is interesting to note that the calculated results indicate that,
for high Weber number conditions, the drop may feature significant deformation
before breaking up.

The calculated results are analyzed in terms of the breakup time. 7, and
the drop displacement length, Lg;,,. Table 3.1 shows that the calculated total
breakup time and the displacement length compare reasonably well to those
derived by Pilch and Erdman.
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Figure 3.5: Drop breakup in liquid-liquid system. We = 5062. Oh = 2.8-1072,
Time interval between the pictures is 0.375 ms.
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Table 3.1: Calculated results vs semi-empirical method of Pilch and Erdman
(1987) (P&E).

Parameter/ Cases | 1 2 3

We 22.5 | 455 | 5062
Tor, s (P&E) 121 | 21.5 | 10.
Tpr, ms (calc.) 120 18 | 5.75

Lgisp. mm (P&E) | 65 51 66
Lgisp, mm (calc.) 70 50 50
Do mm (P&E) | 15* | 3.6 | 0.18

* - corrected (see Fig.14 in Pilch and Erdman (1987) [62]).

It must be noted, however, that the computational grid utilized does not
allow capturing instability-induced length scales, which are comparable to the
grid size. As a result, small fragments or drops in neighboring regions tend to
form a larger fragment, thus limiting the resolution of the calculated drop size.

The effects of viscosity and density variation because of drop solidification
or water vaporization were also investigated here. While the change of the
ambient-fluid viscosity was found to have a minor effect on the drop behavior,
the increase in drop viscosity (e.g., due to drop solidification) may greatly change
the mode of the drop deformation and breakup. It was found that drop-fluid
viscosity begins affect the deformation and breakup of the drop when Oh (Oh =
pa/(pd - Dq - 0)'/?) becomes larger than 0.1. For very high viscosity (Oh =
3), amplitude of the deformation is significantly reduced (see Figs.3.6-3.7 and
Appendix G). It was also seen that a change in the melt density has a strong
effect on the melt drop deformation and breakup. The lower the melt density.,
the less deformation and fragmentation the drop experiences for the same We
and Re numbers.

‘

3.1.4 Summary of the modeling method and results

Summarizing the work in this part, an advanced numerical method has been
developed to investigate the interfacial phenomena, associated with hydrody-
namic melt-water interactions. All essential aspects of the interfacial phenom-
ena were found to be satisfactorily captured by the modeling approach adopted.
Moreover, the effects of surrounding flow field and their property variation were
included in the simulation and analysis.
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Figure 3.6: Drop behavior without solidification. Time interval between the
pictures is 2 ms.

Figure 3.7: Drop behavior with solidification.
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Fragmentation of the melt jet and drops in water is an important part of
MFCI. addressed here. The numerical simulation, based on an advanced flow
solver, coupled with a front-capturing algorithm, helps to identify the most
common break-up mode and to clarify the effects of most important factors,
governing the jet and drop fragmentation. It is known that cooling and freezing
of the interface melt layer may occur in prototypical FCI situations. rendering
significant changes in the melt fluid properties. The sensitivity analysis per-
formed in this work revealed the dominant effect of density ratio on both jet
and drop fragmentation. Significant viscosity increase due to surface solidifica-
tion was found to hinder the breakup of melt drop. Even though a liquid-liquid
isothermal contact mode was analyzed in this section. the calculated complex
wave structure on the interfaces tends to indicate that phase inter-penetration
may initiate mechanisms of violent interactions in non-isothermal cases. For ex-
ample, penetration of water into the body of a high-temperature jet/drop would
induce rapid vaporization and cause the jet/drop to break up.

3.2 Integrated assessment of the ex-vessel melt-water
interactions

3.2.1 Background and problem formulation

The major body of research on molten-fuel-coolant interactions (MFCI) and
steam explosion research was reviewed earlier in the report performed for APRI-
2 project [60]. Since 1995 remarkable progress in the description of the pre-
mixing and expansion phases of the steam explosion has been achieve. Several
large-scale experimental programs and analyses efforts are underway to deter-
mine physical mechanisms associated with FCIs and to provide models and
methods, which could be used to predict the consequences of FCIs in reactor ac-
cident situations; see e.g. recent reviews in [2][85], [11], [55]. However, we believe
that the initial phase of the FCI process has not been as well understood yet.
This includes jet break up, droplet formation and subsequent fragmentation.

A number of computer codes have been developed to integrally assess the
thermal hydrodynamics of melt-water interactions. Among them, the codes
CHYMES [35], PM-ALPHA [2], IVA [44] [45], MC-3D [10] and IFCI [27]. use
a single field to represent the fuel (both jet and drops). In some other codes
(COMETA [4], TEXAS [24], TRIO MC [9]). the model of jet fragmentation
has been added to complete the physical picture of melt-water premixing. It is
worth noting that in the latter codes, while the water, steam. and drop fields
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are modeled more or less mechanistically with use of multifluid concept, the jet
field is usually represented by a point or 1D model.

Table 3.2: FCI code comparison by main features [37]

Features

Code Type of Type of Dynamic | Metal | Type of

Code Subcooled | Fragmen- | Oxida- | Hydro-

Boiling tation tion | dynamic

Model Model Model | Model

IFCI Integral Surface Yes Yes 2D
IVA Integral Bulk Yes No 2D
PM-ALPHA Mixing Bulk No No 3D
ESPROSE.m | Propagation N/A N/A No 3D
CHYMES Mixing Bulk Yes No 2D
THIRMAL Jet mixing | Mixing zone Yes Yes 1D
MC-3D Integral Bulk Yes Yes 3D
TEXAS((IV) 1-D mixing Surface Yes Yes 1D

It is worth noting that large uncertainties are associated with the physics of
the melt fragmentation and melt-coolant thermal interaction phenomena. The
modern FCI codes usually rely on various empirical models and closure corre-
lations, obtained in the conditions much different from those of the prototypic
integral-mixing conditions. Therefore. a lot of *fine-tuning’ of the phenomeno-
logical models or correlations may be required for predictions of the experiments,
such as FARO, PREMIX, etc. In order to estimate the effects of various phe-
nomenological uncertainties, a probabilistic assessment may be appropriate.

The integral assessment of melt-coolant premixing presented in this section
consists of two parts. In the first part, a probabilistic analysis is performed to
assess the effects of scenario and phenomenological uncertainties on the final dis-
tribution of the important premixing parameters, such as the amount of molten
melt available in the mixing zone, the average melt temperature, the configu-
ration of the mixing zone, etc. In the second part, a simple mechanistic model
of premixing process is developed, which is based on the multi-field description
of the mixing zone components (melt jet, melt particles, water, coolant). The
model is validated against experimental data.

Note that even in the probabilistic assessment, mechanistic models are em-
ployed to reduce the phenomenological uncertainties inherent in the thermal hy-
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drodynamics of premixing process. The change of surface temperature of melt
drops, for instance, is determined in a mechanistic manner, since it can strongly
affect the heat transfer between melt drops and coolant, which is governed by
heat radiation under high melt temperature.

In the mechanistic modeling the following factors are considered as essential
and will be accounted for:

e Fragmentation of a melt jet in water;
e Sedimentation of the melt particles;
e Solidification of melt particles in water:

e Convective and radiative heat transfer from melt and debris to the sur-
rounding medium (steam-water mixture);

e Thermal hydraulics (boiling, condensation. buoyant convection) of water-
steam medium;

Based on the physical considerations. some simplifications of the models for wa-
ter and for vapor motion have been introduced, which may significantly simplify
the solution procedure and reduce the computational time needed.

3.2.2 Quantification of the ex-vessel melt-coolant premixing

In this part, probabilistic assessment is performed to investigate the process
of melt-coolant premixing. The assessment is based partly on the mechanistic
models of the themal hydrodynamic interactions, occurring in the mixing zone,
and partly on the Monte-Carlo treatment of other uncertainties related to the
melt discharge scenario and the mixing phenomenology.

Fig.3.8 displays the simplified picture of the melt-coolant mixing process
including major thermal hydrodynamic interactions and feedbacks. The figure
does not show the effects of input parameters, such as the mode and dynamics
of core melt coming to water pool, melt composition, initial pool depth and
temperature. These factors are included in the assessment as uncertainty pa-
rameters.

In the current assessment, several thermal and hydrodynamic processes and
interactions are described by means of the mechanistic modeling, which include,
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Figure 3.8: Simplified picture of melt-coolant premixing.

for instance, processes of metal oxidation, melt particle heat transfer and solidifi-
cation, etc. In these mechanistic models, there appear several phenomenological
uncertainties, which can also be presented as uncertainty parameters and taken
into account by means of the Monte-Carlo treatment. Some other thermal hy-
drodynamic processes, such as jet breakup or melt-coolant heat transfer are
treated in a parametric manner.

The list of scenario and phenomenological uncertainties treated for in this
work are presented in Table 3.3. Note that phenomenological uncertainties can
be independent (as for the cases of particle size or film boiling heat transfer
coefficient) or parts of the mechanistic models (as for friction factors, jet and
particle emissivities, etc.). The independent uncertainties can be substituted by
mechanistic models, if necessary.

As can be seen from the table, the key uncertainties in the present assessment
are:

1. Initial configuration of the water pool, formed as a result of the accident
management activities. The pool configuration will vary depending on
the water available, the geometrical characteristics of the drywell, and the
history of accident management activity.

2. Melt discharge manner. The discharge rate and diameter, the melt tem-
perature and composition at discharge, the number of discharging jets,
etc. depend on the vessel failure scenario. In this work, only local vessel
failure is considered and the reactor vessel depressurization is assumed to
precede the vessel failure.

3. Melt particle size, which results from jet and drop sequential fragmenta-
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Table 3.3: Scenario’and phenomenological uncertainties associated with melt-
coolant premixing

” Type [ Uncertainty ’ Symbol —”
- Water pool depth H,
- Water pool temperature Ty
- Distance of melt passage in the air H,;,
Scenario - Initial ex-vessel pressure Por vessel
- Melt discharge rate Gae
- Discharge diameter Dy,
- Melt temperature at discharge Tonde
- Number of discharging melt jets Njde
- Composition of the melt at discharge OzFrac,
ZrFrac

- Probability of melt atomization in the air | Pgiom
- Friction factor of core melt jet in coolant | Cp ;

- Jet radiation emissivity £j
Phenome- | - Melt particle average diameter Dy
nology - Melt particle friction factor Cp.a

- Initial lateral particle velocity V?i

- Drop radiation emissivity €q

- Film boiling heat transfer coeflicient hy

tion. This parameter varies greatly depending on the characteristics of
the heat transfer between melt and coolant, which, in turn, are function
of melt temperature and water subcooling.

Major assumption

The current assessment of melt-coolant premixing is based on the assumption
that the ex-vessel melt discharge may last much longer than the initial transient
period of melt entry in water. As a result, a steady state of melt pouring
and mixing zone dynamics may be established after a short while. Under such
conditions, a constant melt mass could be available in the mixing zone, and the
rates of heat transfer and vaporization would remain constants. Steady state
conditions could be established in the mixing zone due to the various feedbacks
affecting the mixing zone. The larger the rate of melt mass entering the mixing
zone, the larger the heat transfer from it, which causes larger steam generation,
greater void fraction, and lower coolant density. These conditions will increase
the rate of particle sedimentation and, therefore, balance the larger rate of
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melt entry into the mixing zone. In this analysis, the effect of containment
pressurization on water and vapor properties is neglected.

In the following subsections, mechanistic models used in this work are pre-
sented in some detail.

Jet-in-air description

Before coming to water, the core melt may accelerate in the air under the
gravity. If the heat transfer from the core melt to the air is neglected, the melt
would reach the water pool without decrease in temperature. The velocity of
the melt at the inlet of the water pool and the corresponding constriction of the
jet. if not atomizing in the air, are easily defined by the following equation

Wjintet = \Jud, + 29Hair (3.15)

Udc

Djintet = Dage (3.16)

Uj inlet

Fragmentation of the core melt in coolant

When progressing in the water pool, the core melt jets would be destabilized
and break up due to the various hydrodynamic or thermal instabilities, devel-
oped on the jet body and its leading edge. The melt jets might first fragment
into relatively large melt particles, which can further break up in the mixing
zone to smaller particles. Such a sequence of melt particle size evolution will
not be considered in this work. Instead, the melt jet(s) is(are) assumed to break
up immediately into the final-size particles and the final size of the melt particles
is provided with an uncertainty range. For the case of melt atomization in the
air, the melt is assumed to enter the water pool in form of a 'particle rain’ and
the melt drops are assumed to retain the specific size on their passage through
the mixing zone.

The breakup length of melt jet in water is given by the Saito’s correlation,
which was obtained experimentally [68],
N\ 1/2
Libr = 2.1 Djintet <£]—> Frl/2, (3.17)
w
Note that in the Saito’s experiments. jet break-up was found to to be driven by
surface stripping due to Kelvin-Helmholtz instabilities along the vertical column,
with coarse fragmentation at the leading edge by capillarity, due to thinning
of the jet core. Even though the Saito’s correlation accommodates available
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non-isothermal experimental data quite well, there is still certain uncertainty
in applying this correlation to the reactor case. The reason is that jet-vapor
interaction dominates for a high temperature jet instead of jet-liquid interaction.

In order to define the source of particle field formation, fragmentation is
assumed to occur linearly along the jet breakup length. If the breakup length is
larger than the pool depth, part of the melt is assumed to deposit directly at the
bottom in the form of a melt cake, without participation in the premixing. The
jet temperature is also assumed to not change significantly along the jet length
and the temperature of the drops, stripped from the jet body, is, therefore, equal
to the jet temperature at its entrance to the water pool. In defining the Froud
number. Fr, the jet velocity is assumed as its value at the inlet to the water
pool.

Thermal hydraulics of the particle field

The particle field is the most important heat source in the mixing zone due
to its long stay in the zone and its large heat transfer area. The distance of the
particle lateral movement would also determine the radius of the mixing zone.

Under steady state the vertical motion of the melt particles is defined from
the balance of the gravity and the friction forces

1
8

6¢a

D, (ug — ua)lug — Uq (3.18)

(pd — pa)g = -Cpy

The average time of melt particle staying in the mixing zone (sedimentation
time) and the mass concentration of melt particles participating in the thermal
hydrodynamic interaction in the zone are, therefore, defined by

H’IL'

Ted = —— (3.19)
Uqg

Cy = _Mfrag (3.20)
UgT Ry

where 1.4 is the particle formation rate and R,,. is the radius of the mixing
Zone.

The radius of the mixing zone is determined from the lateral movement of
the melt particle, which is governed by

dvg 1 604
2y - _Z ) 3.21
pd ( dt ) SCD’d Dy vdlvdl (3.21)



54

In this formulation it is assumed that there is no motion of ambient fluid in
the lateral direction.

Equation 3.21 can be transformed in to the equation of lateral migration
length using the dependence vy = (dly)/(dt) and initial conditions (t =0: {4 =
Oit=0: vg= VdO,L)‘ The equation of the lateral migration length can be solved
directly and has the solution

o = PP e (B) (%) s

By substituting the time in correlation 3.22 by the time of particle sedimen-
tation, one can estimate the radius of the mixing zone as R,,. = l4(7sq)-

When determining the heat transfer from the melt particles to coolant, es-
pecially for the case of high temperature melt when heat radiation dominates,
it is very important to know the particle surface temperature. Since the particle
surface temperature may vary a lot on the particle path through the mixing
zone, it is essential to follow this transient. The height of the coolant pool is,
therefore, divided into several equal sections and in each section the surface tem-
perature of the melt particles generated at a specific section may be assumed to
equal. Since the velocity of particles is known, it is easy to define the time of
movement of a particle from the place of its generation to a specific section.

The change of the surface temperature of a melt particle depends on the
heat conduction inside as well as on the heat transfer on the surface of it. In
this aspect, oxidic melt particles are much different from the metallic ones and
this could be an important factor, besides the melt superheat, which defines
the amount of molten melt mass available in the mixing zone and ready to
fuel the propagation of a potential steam explosion. In order to determine the
surface temperature of melt particles on their path through the mixing zone,
the transient 1D equation of heat conduction inside a spherical particle is solved
up to the maximum time of particle stay in the mixing zone (7,4). The heat
conduction in a spherical particle is governed by

Oepaly) 10 (4, 0Ty
pm B = G (Phat ) (3.23)
This equation is solved with boundary conditions (r = 0: 97;/8r = 0 and
r=Ry: —k(0T4/0r) = qs = qsb + Gred). The film boiling and radiation heat
fluxes are given by

grp = hp(Tys — To), (3.24)
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Qrad = EdU(T;,s - T;)' (3-25)
where Ty ; is the surface temperature of the particle.

Note that since the outside boundary condition is conjugated. Eqn.3.23 is
solved in an iterative manner.

In order to account for the effects of phase change inside the particle, which
may significantly reduce the speed of particle cool-down, the fixed-grid enthalpy
method is applied. According to this method, Eqn.3.23 can be rewritten as

wwrp_la“ oT* (8%
Pi—gr— = g \T kg ) ot (3.26)

where T* = Ty — Tyqmp (Tqmp - melting temperature of the particle) and pa-
rameters C° and SY are given by

[ Csol (T* < —4T)

CUT*) = | &+ B (—6T < T <6T) (3.27)
| Cliq (T* > (ST)
[ Csol0T (T* < -0T)

SUT") = | cndT + 222 (=67 < T* <6T) (3.28)
i Cl,;q(ST (T* > (ST)

Here. ¢ = (c50p + Clz'q)/2'

Example calculations of particle cool-down and solidification were performed
and the calculated particle surface temperature for different particle sizes is
shown in Fig.3.9.

Knowing the particle surface temperature, or the time period during which
the particle surface temperature stays higher than the melting point, one can
estimate the amount of liquid melt mass accumulated in the mixing zone, which
is an important factor to assess the power of a steam explosion resulting from
melt-coolant premixing, if any.

In order to make exact the heat generation due to melt particles in the
mixing zone, the particles are also divided into groups depending on the place
of their generation along the melt jet. Each group, therefore, will have a different
history of surface temperature variation on their path through the mixing zone,
and the total heat generation by particles will consist of the sum from all particle
groups.
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Figure 3.9: Variation of particle surface temperature in time (hp =
200W/(m?.K). eq = 0.8, Ty = 293K).

Treatment of the radiation heat

Since the mixing zone would contain a lot of steam with low heat radiation
absorption capability and, for the radiation emitted by melt particle at temper-
ature close to 3000K, water may becomes partly transparent to the radiation
heat, not all heat radiated from the melt jet and particles could be absorbed in
the mixing zone. In this work. this problem is resolved by means of a method
proposed in [32]. The equivalent thickness of water available in the mixing zone
is calculated and the absorption coeflicient of radiative heat flux in this wa-
ter thickness is determined. According to this, part of the radiative heat flux
could escape from the mixing zone without participating in the heat-up and
vaporization of coolant.

Heat generation due to metal oxidation

If the core melt contains metallic constituents, these metallic constituents
may be oxidized when there is enough steam around them. For the ex-vessel
melt-coolant mixing assessment, oxidation of Zirconium and stainless steel com-
ponents contributes the most to the generation of non-condensible hydrogen and

to the addition of heat in the mixing zone.

The oxidation reaction for Zirconium is

Zr + 2Ho0 — ZrOy + 2Hs + Qg,, (3.29)
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Figure 3.10: Absorption of radiative heat flux in water [32].

and the reactions for the constituents of stainless steel are

Fe + HO — FeO + Hy + Q.
2Cr + 3H, O — Cry03 + 3Hy + Qg
Ni + H,O — NiO + Hy; + Qs,
C + HO — CO + Hy + Qy, (3.30)

where Qz, = 6.73k]/g Zirconium reacted and (Q1+ Q2+ Q3+ Q4) = 0.645k] /g
stainless steel reacted.

As can be seen, oxidation of Zirconium seems to be the most important
contributor to heat generation in the mixing zone. Since the molar consumptions
of steam for Zirconium and stainless steel oxidation is balanced by an equivalent
molar generation of hydrogen, the containment pressurization is not affected by
the oxidation of metallic constituents in the core melt.

In this work, only oxidation of Zirconium is considered. There are two major
mechanisms limiting the oxidation reaction, namely steam availability and solid-
state diffusion (oxide layer growth). The first mechanism is not accounted here,
while the second mechanism is treated by a simple parametric approach, in
which the law of parabolic oxidation rate is employed.

Coolant thermal hydraulics

At steady state, the water evaporated and escaping from the mixing zone
is balanced by the water supply from outside water volume. The vaporization
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rate can, therefore, be defined by

Ty = [Z Q - GnCp,v(Ts - Tw)]
hg

(3.31)

where G, is the rate of vapor escaping from the mixing zone, G, = a,p,U,(7R2,,).

The vapor velocity in the mixing zone is estimated using the following ex-
pression
_ 1/4
U, ~ 1.4 [w : (3.32)

2
P

Given the vapor velocity, average void fraction of the mixing zone can be

determined as follows
My

This average void fraction is used further to estimate the other characteristics
of two-phase coolant, such as density (p.) or velocity (u.). The water is assumed
to be at rest.

Solution procedure
The general scheme of solution procedure is presented in Fig.3.11.

In general, the solution procedure consists of a Monte-Carlo loop of 100.000
steps. As mentioned before, all the premixing parameters are calculated in
an iterative loop until convergence. The parameters utilized to check for the
convergence of the iterative procedure could be the mixing zone void fraction or
the total melt mass present in the mixing zone at steady state.

Results of the assessment for ex-vessel premixing

Assessment of melt-coolant premixing is performed for Swedish LWRs, when
the containment drywell is filled with water as a result of severe accident man-
agement activity. The range of uncertainties are specified and shown in Table
3.4.

Assessment is performed for two cases of jet composition. In one case, the
discharged melt is mainly oxidic and, in the other case. it is metallic. The melt
properties used in the assessment are presented in Table 3.4.
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The results of assessment for the oxidic melt-water premixing are presented

in Figs.3.12-3.19.

It can be seen from Figs.3.12-3.13 that the mixing zone is quite large, with
diameter about 2 m. For high melt temperature, the steam production rate in
the mixing zone is high, providing high local void fraction at low system pressure

(60%-70%).

Figs.3.14-3.15 show energy release and steam generation rates which are in
the same range of FARO experiments.

Figs.3.16-3.17 show debris mass and mass of fully-liquid debris in the mixing
zone. Since the water pool is deep, the total particle mass is also large (100 to
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400 kg). Mass of particles which are counted as fully liquid is however not large.
It is because at high temperature, the radiative heat flux is significant, which
causes solidification on the drop surface.

Figs.3.18-3.19 show the average surface temperature of corium droplets in
the mixing zone. It varies from 1500K to 2400K. This result indicates that most
of the particles are solidified while levitating and settling in the mixing zone.
When reaching the bottom debris, the particles are essentially solid.

In case of metallic melt release, significantly higher melt superheat (up to
TOOK) was specified to simulate the overheat of metallic debris components while
being in contact with decay-heated oxidic debris. The melt discharge rate 10
to 100 kg/s) was chosen as conservative bounding case, when large metal melt
was accumulated in the lower plenum and discharged when a vessel penetration
failed and the tube dropped away.

Results of the assessment for the metal melt-water premixing are presented
in Figs.3.20-3.27.

As can be seen from the figures, higher melt superheat resulted in a much
higher concentration of molten particle mass in the mixing zone and, therefore.
higher impact of a potential steam explosion. Significant increase in the heat
conduction in case of the liquid melt was found to affect the process of particle
cooldown. Specifically, the decrease of particle surface temperature was found
to be slower in comparison to the case of oxidic melt.
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Table 3.4: Ranges of the scenario and phenomenological uncertainties used in
the current assessment

Uncertainty Symbol Range
Oxidic ] Metallic

- Water pool depth Hy, (4..10)m

- Water pool temperature Ty 293K

- Initial ex-vessel pressure Per_vessel 1bar

- Melt discharge rate Gyc (10..100)kg/s

- Discharge diameter Dy, (5..15)cm

- Melt superheat at discharge, K Tode — Trm | (0..150) [ (0..700)

- Number of discharging melt jets Nj dc 1

- Possibility of melt atomization in the air | Pyom 0

- Friction factor of core melt jet in coolant | Cp ; 0.44

- Jet radiation emissivity £j 0.8 | 0.2.04

- Melt particle average diameter Dy (1..4)mm

- Melt particle friction factor Cpad 2

- Initial lateral velocity of particles vy, (0.25..0.75) u;

- Drop radiation emissivity €4 06 ]02.04

- Film boiling heat transfer coefficient hgy 200W/(m?.K)

Table 3.5: Melt properties

Property Oxidic melt | Metallic melt
Density, kg/m3 7960 7000
Viscosity, Pa.s 0.0053 0.002
Conductivity, W/(m.K) 2.88 30.
Specific heat, J/(kg.K) 565 500
Latent heat, J/kg 3.62.10° 3-10°
Melting temperature, K 2850 1700
Surface tension, N/m 0.5 0.5
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3.2.3 Mechanistic modeling of melt-coolant premixing

The process of ex-vessel melt-coolant premixing may also be modeled in a more
mechanistic manner with application of detailed models of particle, water, and
vapor transport. This part presents a mechanistic model of melt-coolant premix-
ing. where the transient processes of melt discharge and melt-coolant mixing are
accounted for and the particle and coolant fields are represented by pseudo-2D
models.

Jet behavior

Behavior of the melt jet in the air and in water pool is treated in the same
manner as in previous part. However, the positions of the jet leading edge and
tail are calculated in time in order to follow the highly transient processes.

The jet fragmentation provides a mass influx to the fuel particle field. which
is assumed to be linearly distributed along the jet body.The change of the jet
temperature due to thermal exchange with the water field is assumed to be
negligible. Nevertheless, heat flux from the jet surface is still a heat source to
the coolant energy equation.

Particle transport
The particle mass, velocity, and temperature distributions are described by

a 1D formulation. No sequential breakup of the melt particles is assumed and
the particle size is a parameter to vary. The system of equations is

om amgv
d dVd

5 5, = Mrac (3.34)

9 0 2 a .
(mava) + (mavy) _ gmy (1 - &) — MyracVa — Fy(va — va), (3.35)

ot 0z pd
d(macpaTa) | O(macpqvaTa) 6 . .
a: + 52 = my- Fdhd_a(T — Ta) + Mfrac Tj. (3.36)
where Dy is the particle diameter and Fj is the friction coefficient for particle
1 6 pa
Fy = - s ———|vg — val. .
d SCD,dmd Dy pg |vg — al (3.37)

It is worth noting that in this formulation, the temperature field inside a
melt particle is assumed to be uniform. Therefore, only one average temperature
could be applied for the particles located at a specific vertical plane.



MODELING OF MFCI 65

In order to account for particle solidification, which may delay the decrease
of the particle temperature, the fixed-grid temperature-based enthalpy approach
to phase-change is applied.

In order to obtain a correct heat source for a 2D mixing zone, the particle
mass concentration, defined from the system of 1D conservation equations, is
then uniformly redistributed into a 2D mixing zone. The 2D spreading of the
particles away from the jet can be defined for each vertical position by Eqn.3.21
presented in the previous part. The velocity of the melt particles at breakup
from the jet is estimated using the shear velocity

2
vy, xy/C % (3.38)
d, L f 2 :

Coolant behavior

The coolant field. consisted of water and steam, is described by a two-fluid,
two-dimensional formulation. In order to simplify the modeling, only horizontal
(center-ward) movement of water and vertical (upward) motion of steam are
considered. Furthermore, the steam temperature is assumed to be constant and
equal to Ts,¢. Behavior of the coolant field. therefore, can be described by 5
conservation equations

Steam mass conservation equation:

0w py) a(avpvvv) . .
o + 5 = Thy — M. (3.39)

where 1, and . are the vaporization and condensation mass sources, respec-
tively.

Water mass conservation equation:

Oawpw) + la("'awpwuw)

= —1n, Ne. 3.40
ot r or Mo + M ( )

Momentum equation for steam upward movement

aypyv;) + daypy 'Ug)
at 0z

= gav(pv *Pw) — Fou, — 1y vy, (341)

where F, is the friction coeflicient.
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Momentum equation for water horizontal movement

Oy putin) la(rawpwuz?u) _ Op
+ - = —awa“

ot r ar = Fyy — 1cty, (3.42)

Note that in the water momentum equation, instead of defining the pressure
term explicitly, the pressure gradient, dp/0r, is estimated from the difference in
static hydraulic pressures between adjacent columuns.

Energy couservation equation for water

a(aurpuvcp,wTw) 1 a(rawpu'uwcp,wTw )
: + =
ot r or

= = QJ + Qa4 + Qap + e Cp,w Tsat

(3.43)
where (;, Q4. and Qg are the heat fluxes from jet, particles, and debris bed,
respectively.

Heat transfer between melt and coolant

Heat removal from melt to coolant is carried out by the convective and ra-
diative heat transfers. In this work, all the heat flux from the melt is assumed to
be consumed by water heating and vaporization. Therefore, vapor overheating
is neglected.

For the film boiling convective heat transfer, the correlation developed by
Liu and Theofanous [51] has been employed. The major concern is about the
applicability of these correlations for film boiling at high pressure condition
(which is relevant to the FARO experiments).

The radiative heat flux is treated in the same manner as in the probabilistic
assessment part, i.e. the absorption coefficient is defined as a function of melt
temperature and effective water thickness. As a result, the amount of radiative
heat flux absorbed in the mixing zone can be estimated.

Solution procedure

The models are implemented into a code (SAPHIRA-FCI) written in the
Java programming language to facilitate a better graphic presentation. The
finite difference method with first-order time resolution is used to solve the
system of conservation equations.



MODELING OF MFCI 67

Prediction of the FARO test data

The code has been employed to predict the FARO test data. The FARO-
series of experiments have been conducted at the JRC-Ispra to investigate
melt/water mixing and quenching process. The experiments were performed
inside a test vessel, which can withstand pressures up to 10MPa. Molten corium
(up to 170 kg) with prototypical composition (UO2/Z104/Z7) was employed.
The depth of the water pool is around 2m. So far, 8 mixing/quenching ex-
periments have been performed. The first 7 experiments were realized in the
TERMOS vessel and the last experiment in the new FAT vessel with significant
larger free-board volume (3.7 m?3). Except for the last two experiments (L-24
and L-27) previous experiments were performed under relatively high initial
vessel pressures (more than 2MPa).

In the FARO experiments the melt discharge time is relatively short (x
1..1.2s) and the test section was closed during the experiment. As a result, in-
tensive vaporization of water in contact with hot melt produced a large quantity
of steam, which caused a large vessel pressurization. For such pressurization, the
water and vapor properties change and they may strongly affect the process of
melt-water mixing and thermal hydraulic interactions between melt and water.
For the predictions here, variations of water and vapor properties in time are
taken into account and the transient properties are calculated by interpolation
of the tabulated data.

The FARO L-24 experiment is analyzed. This experiment was performed
with a relatively low initial vessel pressure (5 bar), which corresponds approx-
imately to the ex-vessel melt-coolant mixing conditions. The average particle
size is chosen to be 2.5mm and no water swelling is considered in the numerical
simulation.
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Figure 3.28: SAPHIRA-FCI simulation for FARO L24 experiments.
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Fig.3.28 displays the predicted results for the jet location, particle distribu-
tion, and coolant voiding as a function of time. The time interval between the
pictures is 0.12s. The first picture in the series is at 0.11s after the melt jet
enters the water pool.

The calculated pressurization is compared to the measured data in Fig.3.29.
Reasonably good prediction of the pressurization rate is indicated.
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Figure 3.29: Calculated vessel pressurization in comparison with the FARO data
for L24 test.
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Figure 3.30: Calculated energy release in comparison with the FARO data for
L-24 test.

The total amount of energy released to the coolant is also calculated and
compared in Fig.3.30 with the L-24 experimental data.
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Sensitivity analysis was also performed to investigate the effects of various
factors on the melt-water interactions. Taking the L24 test as a standard case,
the characteristics of the process were varied in order to clarify their effects.

Figure 3.31 shows the effects of the chosen particle diameter on the vessel

pressurization. As can be seen from the figure, choice of a smaller particle
diameter could result in a higher rate and final value of pressure increase.
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Figure 3.31: Effects of the particle diameter.

The water subcooling, even though not considered in the FARO experiments,
may have significant impact on the melt-water premixing under prototypic se-
vere accident conditions. Fig.3.32 shows the result of calculations, performed
for the case of initial water subcooling equal to 40K. As expected, the water
subcooling delays the beginning of pressurization and reduces the rate as well
as the final value of the pressure increase.

3.2.4 Summary of the results

In this section, phenomenology of the melt-coolant premixing is considered
from the point of view of both probabilistic assessment and mechanistic model-
ing. The probabilistic assessment was based on both mechanistic modeling and
Monte-Carlo treatment of various scenario and phenomenological uncertainties.
In the assessment a steady-state mixing condition was considered. The results
of the assessment performed for the oxidic and metallic melt releases provide
the probabilistic distributions of the factors important for the analysis of steam
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Figure 3.32: Effects of the water subcooling.

explosion energetics and long-term debris coolability. These are the melt sur-
face temperature, the mixing zone void fraction, the masses of particles and
of molten particles present in the mixing zone. The mechanistic modeling was
based on a multi-field description of the mixing zone. In order to avoid numeri-
cal difficulties and accelerate the solution procedure, pseudo-2D treatments were
introduced in the models of melt particle and coolant transport. Validation of
the models and of the SAPHIRA-FCI code was performed by comparing the
calculated results to the FARO experimental data. A reasonable agreement be-
tween the calculated results and experimental data for vessel pressurization and
energy release was observed. Some sensitivity studies on the effects of particle
size and water subcooling were also conducted.

3.3 Concluding remarks

The work presented in this chapter is focused on improving the understanding
about the physics of the initial phase of the complicated process of melt-water
interactions. The direct numerical simulation presented in the first part is con-
cerned mainly with the phenomenology of hydrodynamic interfacial melt-water
interactions. Specifically, the shear instabilities, which may lead to the defor-
mation and fragmentation of melt jet or drops. are numerically investigated
using ‘first-principle’ modeling. The modeling method is based on the direct
simulation of the flow and interface motion, which is coupled with the level set
front-capturing algorithm to eliminate the numerical diffusion. The simulation,
performed to investigate the problems of Kelvin-Helmholtz instability develop-
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ment as well as melt (jet. drop) fragmentation, showed a reasonably accurate
picture of the interfacial behavior. The modeling approach developed was also
applied to study the sensitivity of the melt-water mixing process on the field
and the melt properties and the surface tension.

The phenomenological and mechanistic models of thermal hydrodynamic
interactions, presented in the second part, were shown to be able to capture
the most essential physical processes and feedbacks involved and to provide an
integral picture of melt-water premixing. Comparison of the results of the simu-
lation for a FARO experiment indicated good agreement between the calculated
pressurization and the reported data. The models developed are a good tool to
study the effects of many important factors, such as fragment size, subcooling,
heat transfer mechanisins, etc., on the melt-water premixing process.



Chapter 4

Modeling of Melt-Concrete
Interactions and Debris
Coolability

Late phase of severe accident progression is associated with melt discharge from
the RPV and its deposition on the containment floor to form a core debris
bed. Geometry and structure of such a debris bed and its coolability are largely
defined by the characteristics of the previous stages of melt-structure and melt-
water interactions. Without early cooling and fragmentation. the core melt may
form a high-temperature layer or a homogeneous debris cake on the containment
basemat. which is difficult to cool. In contrast, a porous debris bed, formed as
a result of melt fragmentation is much easier to cool. Under sustained decay
heating. the debris temperature may increase and exceed the concrete decom-
position temperature; concrete ablation begin and this process will only stop
when the heat removal from the debris bed by heat transfer to its open surfaces
and heat conduction to the concrete can balance the heat generation by decay
heating. In addition, a melt pool could be generated through remelting of a
non-coolable debris bed. Consequently, the configurations of core debris may
include (i) a bed of hot particulate debris; (ii) a pool of molten core material;
(iii) a debris cake; and (iv) various combinations and transformations (from one
to another) of the basic configurations.

In order to obtain an insight into the complicated interrelationship of phe-

nomena involved in the melt pool coolability issue, a synthesis of mechanistic
models of physical processes occurring inside and outside a debris melt pool

73



74

interacting with water and concrete under severe nuclear reactor accident con-
ditions has been developed. Numerical studies are then performed to investi-
gate the seusitivity of the coolability of once formed melt pool to influencing
parameters, e.g., the melt pool configuration, initial and boundary conditions,
uncertainties in predicting physical mechanisms of corium-concrete interactions,
debris-water heat transfer, variations of physical properties, etc.

4.1 Background and Problem formulation

When analyzing debris bed coolability, one has to deal with large uncertainties
in initial and boundary conditions of the debris bed. Uncertainties accumulate
from those of in-vessel melt progression. vessel lower head failure and ablation.
melt-coolant interactions (fragmentation and steam explosion) and debris bed
formation. Furthermore, the plant-specific design and accident management
features and feedbacks from debris coolability-related phenomena diversify the
boundary conditions of interest.

There is a wide spectrum of thermal-hydraulic and physico-chemical phe-
nomena, involved in the debris coolability issue. They include. for instance, the
thermal hydraulics of particulate debris beds, the debris cake-concrete-water
interaction, melt pool heat transfer and related processes. Studies of these phe-
nomena are being simultaneously pursued to resolve various phenomenological
uncertainties. Experimental studies have been performed to investigate the be-
havior of particulate beds and dryout phenomena occurring in the particulate
debris beds for high decay heat generation [83] [86]. It appears that the cur-
rent knowledge of particulate bed thermal hydraulics is not enough to estimate
the dryout power in all the debris bed configurations that could happen under
ex-vessel severe accident conditions. However, the present data base and mod-
els can be applied to assess the debris behavior in some limiting cases and to
perform preliminary sensitivity analyses for the effects of phenomena affecting
the real cases. The issue of debris cake-concrete-water interactions has initiated
large experimental programs (BETA(KfK); MACE(EPRI.ANL); SURC(SNL);
etc.) to investigate (i) concrete ablation, (ii) heat conduction in the concrete
basemat, (iii) decomposition of concrete constituents, (iv) decomposition gas
release, and (v) corresponding changes in concrete properties. Many computer
codes, such as CORCON-Mod2-WU [58], WECHSL [65], MAAP-4/DECOMP
[64]. have been developed to address this issue. The melt coolability experimen-
tation has not been extensive. Sandia National Laboratory (SNL) performed
inductively heated experiments named SWISS[13]. A coolability test was also
performed in the WETCOR facility at SNL using simulant high melting temper-
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ature oxidic material with heated walls interacting with concrete at the bottom
and cooled by water at the top. A series of large-scale experiments (MACE)
have been performed at Argonne National Laboratory (ANL) investigating the
coolability of molten corium by overlying water during melt interaction with
concrete [70].

The objective of the this work is the coolability issue of a decay-heated core
debris bed, located on the containment floor. Most important parameters of
the issue from the safety view point are: (i) the time period required before a
balance of the decay heat generation inside and heat removal from the debris
bed could be achieved and the concrete ablation stops; (ii) the ablation rate of
the basemat concrete: and (ii) the final ablation depth of the basemat concrete.

The melt pool configurations are concluded to be uncoolable (and calcula-
tions are terminated) if the concrete melting continues after its 1-m ablation
(stabilized values of the pool-to-the-bottom-crust heat fluxes are larger than
those can be conducted by the concrete). In cases of coolable debris beds, the
parameter of interest is the final ablation depth.

4.2 The modeling approach

4.2.1 General features

WATER

film boiling & radiation heat transfer

Figure 4.1: Conceptual picture of debris coolability and concrete ablation.

The modeling is based on the assumption that the core debris bed is com-



76

pletely formed and no further spreading will be expected. Initially, the debris
bed may consist of a melt pool surrounded by the upper, side, and bottom crust
layers (see Fig.4.1). The heat removal from such a debris bed is defined by the
convection heat transfer from the bed top and sides. and the heat conduction
to the concrete from the bed base.

It is clear that the coolability of the debris bed or the occurrence of concrete
ablation. if any, depends on the initial configuration and characteristic of the
bed. i.e. (i) the initial debris height, H,,: (ii) the decay heat generation rate q,;
(iii) composition of debris materials; (iv) the initial temperature of the debris
bed.

Other related physical parameters are the initial temperature of concrete

T? .. concrete composition and properties, water temperature T,,, system pres-

conc:
sure Pron:.

The modeling is based on the conservation laws applied to:

¢ energy balance of the debris melt pool;
¢ mass balance of the debris melt pool;
e energy and mass balances of top. side, and bottom crust layers:

¢ energy and balances of the molten slag layer beneath the bottom crust,
if incomplete drain of molten slag through the porous bottom crust is
assumed;

e energy balance (heat conduction and decomposition/melting) of concrete:

s mass conservation of interested melt pool metals participating in oxidation
reactions with concrete decomposition products.

Melting of the concrete and formation of a molten concrete layer beneath
the debris bed may render the conditions for core melt and molten concrete
mixing. Due to the density difference, the products of concrete melting may
drain through the bottom crust layer and mix with the core melt. The bottom
crust layer, floating between two molten layers of difference densities, if thin,
may also become unstable and crack, rendering a complete mixing between two
melts and a possible sedimentation of the core melt, which is much denser than
the concrete melt.
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Debris Melt Pool T,

Slug Layer T

Ablating Concrete

Figure 4.2: Concrete ablation and crust stability.

Behavior of a core debris bed and its coolability; the concrete ablation rate
as well as the resulting ablation depth are governed by a set of physical as well
as chemical interactions occurring inside the debris melt pool and on the debris-
water/debris-concrete interfaces. These important interactions are included in
this modeling through the closure correlations representing:

e the heat transfer from the debris bed to overlying water by film boiling
and heat radiation;

e the heat transfer from the debris bed to concrete;:

e heat transfer phenomena inside the melt pool affected by sparging gases
and the variation of pool thermophysical properties due to the changes
of its temperature and composition (mixing with concrete decomposition
products);

e oxidation reactions of pool components with concrete decomposition prod-
ucts;

e concrete decomposition and melting.

The heat conduction phenomenon inside the concrete is described by one-
dimensional heat conduction equation, whose solution can provide the temper-
ature distribution in concrete and the conduction heat flux on the melt pool -
concrete intersurface.
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4.2.2 Heat balance of the debris melt pool

Assuming that some fraction of the formed decomposition slag drains through
the porous bottom crust layer and continuously mixes with the core melt, and
the lower boundary of the melt pool is moving together with the ablation front,
we have the heat balance equation for the melt pool as follows:

dT, dVi,
(,Dme,me + pscp,svs)"d—tr‘r‘l‘ = Vo + pmd—t[cp,m (Tm,sol -Tn) — hfus,m] +
dV, Vi
ps—(F“I‘}—[Cps(Tm.sol - Tm) - hfus.s] +

+ Z Z Vg,jpg,jfijMijhij - QtopAtop = Gside Aside — Qoott Abort +
tog

+

dV,
( s) ps[frsmmhm - Cps(Tm - Ts)] (4.1)
dt drained

where
M;; is the reaction mass of metal i required for interaction with gas j:
hi; is the heat release in the gas-metal reaction:
fij indicates the fraction of reacted gas:
frs is the fraction of reacted slag;
My, is the mass of metal requirement in the slag-metal interaction;
Ts is the average drained slag temperature;
Vin is the volume of debris melt in the pool;
Vs is the volume of concrete slag in the pool.
V, is the volume of the gas j passing the debris melt pool in a unit time.

The first term in the right hand side of Eqn.4.1 is the heat decay source.
The second and third terms indicate the heat losses due to crust melting or
freezing. The fourth term accounts for the heat source due to the gas-metal
interactions when gas bubbles through melt pool. The fifth to seventh terms
represent the heat loss to the top, side and bottom surfaces, respectively. The
last term indicates the heat generated by the the slag-metals interactions and
the heat loss to heating the concrete slag from the average slag temperature to
that of the melt.
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4.2.3 The mass balance of the debris melt pool

The debris melt pool can be considered to consist of two components named
debris melt V;,, and concrete slag V., whose volumes vary in time. The changes
of the component volumes are governed by the following conservation equations

dV, dv
-m <—'fm> (4.2)
dt dt crustmelting or freezing
dV dv dVs
= —fs +
dt dt slag melting or freezing dt drained

dv Apo
- (%) (o) ppy (43)
dt slag melting or freezing thconc

where V is the volume of melting or freezing crust, f,, and f; are the volume
fractions of melt and slag, respectively, components in the debris melt pool, ¢p
is the fraction of bottom heat flux, taking part in concrete melting process, m;
is the weight fraction of concrete components coming into slag, and fg- is the
fraction of the formed slag draining through the bottom crust layer and mixing
with melt pool materials.

4.2.4 Heat balance of the crust layers

The heat conduction inside the crust layer can be modeled by the one-dimensional
heat conduction equation,

dT d*T Qv

= = a— 4.4
d  Yde PCp (4:4)

The dynamics of the crust layer thickness is governed by the equation:

dd dr
hfuspzt‘ = *k%Imelt—crustintersurface — Gin (4.5)

where ¢;;, is the heat flux at the melt-crust intersurface.

In order to simplify the heat conduction equation (4.4) we will assume that
the characteristic time of heat conduction process 7. is much less than that
of freezing or melting process 7,. In that case the transient term in (4.4)
will be eliminated and, assuming that the temperature at debris melt-crust
interface is equal to solidus temperature T;, ;. the heat conduction equation has
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the following solution,

T — G 37_2 QL76 — Gout

'AT 2 A T+ Tm,s (46)

where ¢, is the heat flux removed from the crust layer.

Finally. the equation of crust thickness becomes,

dé
h'fuspa_t = out — Gud — Qin (4.7)

4.2.5 Heat and mass balances of the concrete slag layer

The bottom crust layer is bounded from one side by the debris melt pool and
experiences the heat flux defined by above-mentioned equations. Because only
a part of concrete slag can rise through the crust layer. the remaining part will
form a slag layer beneath the crust, and therefore, the other side of the crust
layer is in contact with slag layer separating the crust from the concrete melting
front. For the slag layer we can write a heat balance equation, which is similar
to that of the debris melt pool (Eqn.4.1)

dT

dV,
Pscp,sVsl'E{‘ = —QUpAbott — Gdown Apott — _Jflps[cp,s(Ts -Tp) + h'D] (4'8)

In the right hand side of equation (4.8) the first two terms present the heat
fluxes on the boundaries and the last term presents the energy spent in the
decomposition/melting of concrete and heating the formed slag from the melting
temperature to T,.

The change of the slag layer volume Vy; is governed by following equation

dVy _ <QDAbott
dt

) fs(l _fdr) (49)

h'Dpconc

4.2.6 Concrete decomposition and melting

The heat flux coming from debris melt pool to concrete can be divided into two
parts. One part goes to heat conduction in concrete, while the other goes to
concrete melting process. In order to determine the heat conduction flux into
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the concrete we solve one-dimensional transient heat conduction equation inside

the concrete
dT d*T

pconccp,conc'gt“ = "cglj (4.10)

where x is coordinate associated with moving front of concrete melting.

From the solution of equation (4.10) we can define the conduction heat flux
and therefore the concrete melting heat flux as follow

dT
Geond = —k (‘d—“> (4.11)
T/ x=0

qD = dYdown — 9cond (4-12)

4.2.7 Closure correlations
Heat transfer on the boundaries of debris melt pool

Assuming that the temperature of the crust-pool interface equals the melt
solidus temperature, the heat flux on the top, bottom, and side surfaces can
be defined as follows,

Qtop = htop (Tm - Tm,sol) (413)
Qside = Nside (Tm - Tm.sol) (4-14)
Goott = hport (Tm - Tm.sol) (4-15)

where hiop, hgide, and hyo are the heat transfer coefficients at the top, side, and
bottom, respectively.

The heat transfer coefficients at the top, side, and bottom of the debris
melt pool undergoing natural circulation can be determined by the following
correlations,

hiott Hrm
Nupoy = =% = 0.345 Ra®? (4.16)
deHom i
Nugige = @—d—gh = 1.389 Ra%%% (4.17)
Hp

Nupoyy = Ef’—"%-— = 0.850 Ra"° (4.18)
H?
Ra = Gr-Pr-——————gﬂqL n

vak

where H,, is the debris melt pool height.
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At the debris melt pool top and bottom surface the heat transfer is affected
by bubble agitation. The heat transfer coefficient in this case can be expressed
using Kutateladze’s bubble agitation heat transfer coefficient [34]

1.5 x 1073 (Ku)?/3 Jg < Jor
bott = { 1.5 x 1073% (Ku)?/3 (%%)—1/2 Jg 2 Jur (4.19)
where
Ku= PJQPT, b= (El)l/?’ Jir =43 x 10712 (4.20)
gu 9Pom Him

and Jg is the superficial gas velocity.

Heat transfer from the crust to the surrounding water

Assuming that heat is taken out from the outside surface of the crust layer by
surrounding water in two ways: film boiling and radiation, we have the following
expression for the heat flux at the outside of crust layer:

Gout = qfb t Qrad = hfb(Tcr - Tw)‘p + O’E(Té - sz) (4'21)

where T, is the crust temperature at the outside edge, Ay, is the heat transfer
coefficient of film boiling, ¢ is coefficient accounting for the augmentation of
film boiling heat transfer due to bubbling, ¢ is Stephan-Boltzmann constant
(5.67 - 1078W/m?K), and ¢ is the crust surface emissivity.

The film boiling heat transfer coefficient hy, is evaluated using Berenson’s
correlation,

1/4
kgpvg(pw - pv)Ahwv /

:U'U(Tcr — Tsat) V Ul/g(pw - pv)

where subscripts w and v denote water and vapor, respectively; Ahy,, = hyy +
0.5¢p.0(Ter — Tsat)-

hpy = 0.425 (4.22)

Oxidation of metallic components by the decomposition products

The oxidation reactions, that include the gas-metal and slag-metal interactions
(see Table 4.1), depend on the melt composition. Due to the large oxidation
potential of zirconium, it is preferentially oxidized before chromium and iron,



MODELING OF MELT-CONCRETE INTEACTIONS 83

Table 4.1: Melt oxidation reactions in the debris melt pool

Mass of needed | Enthalpy release

Reaction metal per kg of metal

(kg/kg) reacted (MJ/kg)
Zr +2H,0 — ZrOy +2H, 2.851 6.74
Zr+2C0y — ZrO2+ CO 1.037 5.84
Zr + Si0; "¢ 2r0, + Si 1.518 2.1
Zr + 8i0, 7% 7r0 + Si0 7.2
2Cr + 3H,0 — Cry03 + 3H, 3.57
2Cr + 3C0O3 — Cre03 + 3CO 2.75
Fe + HyO — FeO +.H2 0.078

should zirconium be locally present in the melt pool. If zirconium is absent as
an initial condition or the zirconium inventory is exhausted due to oxidation,
then chromium is oxidized. Finally, if zirconium and chromium are both locally
absent from the melt pool, then iron is oxidized. In this work we assumed that
there are only oxidation reactions of zirconium.

In order to track the content of free metallic zirconium remaining in the
debris melt pool a mass balance equation for the fraction of free zirconium is
written as below

der st

pmeW = — 21: Vg,in,ier,iMZr,i - (—EZ—)drained Ps frsMzr (4-23)

where Mz, is the mass of zirconium needed in oxidation reactions.

Note that in the case of basaltic concrete there are a two component gas,
containing vapor HyO and carbon-dioxide CO;, and one reacted slag component
- §¢0,. In this work we will neglect the oxidation of other metals in debris melt.
The gas flow coming into the debris melt pool can be assumed equal to the gas
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volume generated during the concrete decomposition. The gas flow at the top
of debris melt pool is defined by subtracting the reacted gas from the coming
gas flow. The oxidation fractions accounting for incomplete chemical reaction
of the sparging gases as the gas bubbles rise through the debris melt pool fu,0o
and fco, can be defined like in [34].

Based on the above described models, a computer program has been devel-
oped and serves as a tool in sensitivity studies and coolability analysis. A set of
transient non-linear ordinary differential equations of heat and mass conserva-
tion is solved by means of the Runge-Kutta method. Closure laws are defined
for each time step in an explicit manner.

In order to demonstrate the model validity, calculations were performed
for conditions of SWISS-I and SWISS-II experiments, SURC-2 and SURC-4
experiments. It is however instructive to note that all mentioned tests had very
limited time span, therefore other phenomena of long-term processes have not
been represented in those experiments. Thus. the validation can not serve as
a fair basis for still un-known effects of other phenomena in debris coolability
issue.

4.3 Summary of prediction results

Below is the list of the experiments, whose results have been used to validate
the debris coolability models. proposed in the previous parts of this work.

4.3.1 Validation against the SWISS experimental data

The SWISS tests were conducted by Sandia National Laboratories. Two tests
were conducted, both with approximately 46 kg of superheated molten stain-
less steel deposited onto a 21.6-cm block of limestone-sand concrete that was
contained in a cast M g0 annulus. The stainless steel melt with a depth of ap-
proximately 18cm was induction heated at a power level of 1.3 to 1.7 watts/gram
(9.1 -11.9 MW/m?). i.e. approximately four to five times the decay heaat. The
initial superheat of stainless steel was 150 - 200 °C. In the SWISS-I test, water
was added after 12 cm of concrete had eroded. In the SWISS-II test, a wa-
ter pool was deposited on top of the melt approximately one minute after the
melt contacted the concrete, i1.e. before any significant erosion of concrete had
occurred.
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Table 4.2: List of tested experiments
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Experiment Type of melt Type of concrete | Specific features
SWISS-1I Water added after
stainless limestone/ 12 cm erosion
steel common sand Water added after
SWISS-II erosion beginuing
SURC-4 stainless basaltic Oxidation
steel + Zr metal of zirconium
SURC-2 basaltic -
ACE-L2 siliceous -
consists mainly
ACE-L6 of UO, plus -
some other metals No oxidation
ACE-L5 and oxides limestone/ reaction
common sand
ACE-L7 Oxidation
of zirconium

The calculations were performed for the above-mentioned conditions. The
heat flux to the MgO wall was assumed equal to 0.1 MW /m?, the concrete
slag layer beneath the bottom crust was assumed not to be present (rising co-
efficient equal to unity), and the melt-concrete slag chemical interactions were
neglected. The computational results of concrete erosion are presented in Fig.4.3

and Fig.4.4

The calculations were conducted for 40 min of physical time. At the end of
process the heat flux into the water on the top stabilized at 0.79 MW /m? (the
coefficient of augmentation of film boiling heat transfer due to gas bubbling is
given as 3.) and a crust layer of several centimeters thickness was formed on

the top and the side of the melt pool.

The above-mentioned calculations allow to estimate the validity of models
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Figure 4.3: Prediction (line) of the SWISS-I erosion data (o)

and correlations of heat transfer inside and from the debris melt pool. They
show that the Kutateladze’s correlation of bubble agitation heat transfer, that
takes place at the bottom and the top of melt pool, is very sensitive to the pool
viscosity, which may change a lot in time as a function of the pool temperature
and composition. The change of pool viscosity (as much as 500 times due to
the large difference between melt and slag viscosities) can result in a 22-time
change of heat transfer coefficient.

4.3.2 The effects of the metal oxidation - Prediction of the
SURC-4 experimental data

The fourth test in the SURC series was designed to be a separate effects test
using stainless steel which investigated the additional effects of zirconium metal
oxidation on sustained core debris concrete interactions. In test SURC-4 Zr
metal was added to molten stainless steel to create melt pools with up to 10%
Zr interacting with basaltic basemat. The SURS-4 experiment was conducted
in a 60 cm diameter interaction crucible constructed with a 40 cm diameter
basaltic concrete cylinder in the base of a magnesium oxide (MgQO) annulus. A
280 kW induction power supply and coil were used to heat and melt the 200
kg stainless charge within the test article and to sustain the interaction for the
duration of the experiment. From the total power supply about 25.5% of it was
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Figure 4.4; Prediction (line) of the SWISS-II erosion data (o)

transmitted to the stainless charge. 20 kg of zirconium metal was added to the
melt pool after a constant rate of concrete erosion was established.

The calculations were performed using previous data set with some changes
to the concrete properties (basaltic concrete instead of limestone/common sand).
The ablation temperature was given as 1600 K like in experiment. The heat
transfer model on top of crucible was changed. Heat conduction equation inside
concrete was not solved and all heat flux coming from the melt pool was assumed
to go to concrete ablation. The initial time for start of calculation was chosen
as 102 min, when the beginning of ablation was registered in experiment. The
initial temperature of melt at that time moment was chosen as 1800 K. The
addition of 20 kg Zr metal was carried out at the time moment of 119 min. The
temporary absence of volumetrical heat flux during the time from 124.1 min to
131.7 min due to power failure in experiment was also modeled. Note that in
proposed code only the oxidation reactions of zirconium with S:0Os, H2O, and
CO; are considered.

The results of the calculated erosion depth are presented in Fig.4.5 and is
quite reasonably coincided with experimental data. The addition of zirconium
metal resulted in a dramatic change in ablation rate, i.e. increase from 21.6
cm/hrto 31.1 cmm/hr, as reported in experiment. However the metallic zirconium
was depleted very fast and the ablation rate decreased to the previous value.
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Figure 4.5: Prediction (line) of SURC-4 erosion data (o)

4.3.3 Prediction for the experiments using prototypic melt - the
SURC-2 experimental data

The SURC-2 test in the SURC series was designed to be an integral test using a
203.9 kg molten mixture of 69 w/o UO2, 22 w/o Zr(Os, and 9 w/o Zr over a 40
cm diameter basaltic concrete basemat. The SURC-2 experiment was conducted
using the same geometry and instrumentation scheme as was used in SURC-4.
The initial temperature of melt was 2700 K and the net power coming to the
melt was at the level of 2.163 MW /m?. During the course of the experiment,
the power was increased to 2.884 MW/m?® and was kept at that level through
the end of experiment.

In this calculation the endothermic oxidation of metallic zirconium by sil-
ica, when the melt temperature is above 2273 K, was taken into account. That
resulted in a sharp drop of the melt temperature to near solidus temperature.
However the effect of endothermic reaction did not last very long, because the
zirconium metal in the melt pool depleted fast. Therefore its influence on the
long-term debris melt pool coolability can be neglected. The decreasing of
solidus temperature due to the inclusion of concrete slag into the melt pool
was also in effect. The calculated erosion depth is presented in Fig.4.6 and is in
good agreement with the experimental data.



MODELING OF MELT-CONCRETE INTEACTIONS 89

50.0 - T ; T T
{3 SURC-2 Experimental data

400 +

30.0

Erosion (cm)

200 -

10.0 ¢

1 . i
200.0 250.0

Time (min)

0.0 L& :
100.0 150.0
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4.3.4 The effects of the pool boundary condition change - Pre-
diction of ACE-series experimental data

Because of great difference between the liquidus and solidus temperatures of a
multi-component debris melt pool, that can change in time following the change
of pool composition (see Fig.4.7), the temperature boundary condition of the
melt pool is an uncertain variable. In order to check the sensitivity of the
prediction to the choice of the boundary condition, calculations were performed
to predict the ACE-series experimental data, in which the boundary temperature
varies and has some values lying between liquidus and solidus lines.

The ACE experiments were performed at Argonne National Laboratory in
order to investigate various phenomena associated with MCCI. The tests were
performed using different types of concrete and a range of melt composition (see
Table 4.2). Each ACE MCCI test was performed with 300 kg of corium and a
200 kg concrete basemat having a surface area of 2500 ¢m?. The corium was
predominately fuel and core structure plus 8% by weight of the major concrete
constituents. Presence of the concrete constituents represented erosion of the
basemat during the jet impingement phase of the accident that would precede
the early aggressive interaction and longer term erosion phases of the MCCI

simulated in the ACE tests.
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Figure 4.7: Phase diagram of Urania-Zirconia and Concrete Mixtures.

The computational results showed that the choice of interface temperature
does not affect much the ablation rate in the long term context. Its effect is most
pronounced at the beginning of ablation process, and the closer the interface
temperature is to the liquidus value, the lower is the ablation rate. However
variation of boundary temperature can give different melt pool temperature
prediction. The best prediction of melt pool temperature was obtained for an
interface temperature lying approximately at the middle of liquidus and solidus
lines.

Note that in proposed model when the pool temperature exceeds a definite
value (approximately 2375 K) the endothermic oxidation reaction of zirconium
metal will take place instead of the exothermic one. Numerical analysis showed
that this model option could also have a strong impact on the ablation rate at
the beginning.

4.4 Concluding remarks

This section presents the models and the computer code, developed to predict
the behavior and coolability of a core debris bed, which interacts with con-
crete from below and water from the other sides. The most essential physical
processes, which may affect the short-term as well as long-term behavior of
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the melt pool are considered and taken into account. These include the heat
transfer from the melt pool to surrounding media. i.e. water and concrete, the
formation of crust at the boundaries of the melt pool, the heat conduction inside
the concrete, the change of the pool properties, i.e. density. viscosity, liquidus
and solidus temperatures, etc., due to the mixing of concrete slag with pool
materials and the change of pool temperature. The models and code were ex-
tensively tested against the available experimental data that were obtained for
different types of concrete and melt. in different conditions (with and without
water above).

The numerical experiments showed that the chosen correlation for bubble
agitation heat transfer coefficient, which has a strong effect on the ablation
rate, is very sensitive to the change of melt pool properties, especially the pool
viscosity. Such changes are possible due to the dilution of the ablation products
with pool materials.

Various important aspects of the debris-concrete interaction phenomenology,
i.e. the interactions of the molten concrete slag with metallic components of the
core melt and the variation of solidus and liquidus temperatures, which were
investigated in the SURC- and ACE-series of experiments. were included and
investigated in this work.

The predictions performed for the experiments using the prototypic core
melt materials revealed strong sensitivity of the initial ablation rate to such
parameters. as the choice of the boundary temperature and the inclusion of the
endothermic oxidation reactions. Good agreement of calculated results with
experimental data were achieved for the chosen value of boundary temperature
lying between solidus and liquidus temperatures.

The satisfactory results received in this modeling work prove the ability of
proposed model and code for predicting the core-concrete-water interactions. It
is shown that the model developed is quite suitable for the purpose of sensitivity
studies and quantification of debris coolability of scoping nature. The objective
of following stage will be to test the proposed models and code in long-term
conditions, when other phenomena, for example, the oxidation of iron and the
crust formation, that affect the long-term coolability of the debris melt pool,
may become essential.
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Chapter 5

Conclusions

This thesis summarizes the results of research dedicated to the modeling of
physico-chemical processes and phenomena involved in the melt-structure-water
interactions during a light water reactor severe accident.

The melt-structure (reactor vessel) interactions occurring in the late phases
of in-vessel melt progression have been investigated in Chapter 2. An effective
modeling approach has been developed. which simulates the thermal transients
occurring in an initially-quenched in-vessel debris bed located in the lower head
of the reactor vessel. Debris melt pool formation, natural convection heat trans-
fer in the molten debris pool and in a molten metallic layer, and vessel melting
are included in the modeling. An innovative approach has been employed to
describe the complex process of natural convection heat transfer inside a melt
pool or fluid layer, which is based on an effective representation of the turbu-
lent mixing in the vertical direction and the heat transfer through a developing
boundary layer in the horizontal direction. The models developed were real-
ized in a computer code named MVITA, which has been applied to study the
thermal transients leading to vessel melt-through for the case without vessel
external cooling and with external cooling to establish the margins for in-vessel
melt retention. The debris bed configurations with and without a metallic layer
on top were considered. It was found that for reactor design without vessel
penetrations and without external cooling, vessel melt-through would happen
at the pool upper corners, which leads to global vessel failure and deposition
of large amount of melt mass to the containment. With vessel external cooling
by water, the melt could be retained inside the vessel, provided there a thin
metallic layer does not accumulate on top of the debris bed. When there is a
thin metallic layer above the debris bed, the 'focusing’ effect by the metallic
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layer could significantly reduce the margin available for in-vessel melt retention,
especially for the case of a high power reactor.

For reactor design with vessel penetrations in the lower plenum, these pen-
etrations may fail as a result of the thermal attack from the core debris bed,
causing melt discharge into the containment. The process of melt-structure in-
teractions occurring during the discharge of molten melt through a local vessel
failure is also considered in Chapter 2. The heat transfer inside a short hole
has been investigated and a 2D model of hole ablation has been developed. The
model has been implemented in the HAMISA code and employed to predict the
experimental data obtained from the KTH hole-ablation experimental series. A
simple model for melt discharge and hole ablation has also been developed and
applied to perform a quantification study, in which distributions of important
melt discharge parameters were obtained.

Chapter 3 is dedicated to the ex-vessel melt-coolant premixing and interac-
tions, which are relevant for the Swedish BWRs as water would be available in
the containment space below the RPV as a result of automatic flooding of the
lower containment drywell in the event of uncovering of the core according to
the Swedish accident management scheme. Aspects of interfacial phenomena
associated with hydrodynamic behavior of high-density melt mass in flow field
are studied in the first part of Chapter 3. An advanced modeling approach
has been developed. based on ’first-principle’ direct numerical simulation of
multiphase-phase flows. The modeling approach employs a high-order Navier-
Stokes solver, coupled with the Level Set front-capturing algorithm to mitigate
numerical diffusion and other difficulties related to the property discontinuities
at the interface. Development of Kelvin-Helmholtz instabilities, progression of
a melt jet in water, and deformation/fragmentation of melt drops in flow field
were simulated and investigated by means of the modeling approach developed.
This has provided good insights into the hydrodynamic interfacial interactions.

Integral assessment of the melt-coolant premixing is provided in the second
part of Chapter 3. Firstly, a steady-state melt-coolant mixing condition is con-
sidered and an integral model of melt-coolant interactions has been developed.
The model includes a detailed description of heat conduction inside a melt par-
ticle and heat transfer between the melt particles and the surrounding. Heat
radiation absorption in the two-phase mixing zone is treated with special care.
The model developed has been employed to perform a probabilistic analysis,
in which various scenario and phenomenological uncertainties were taken into
account and, as a result, probabilistic distributions of important mixing zone
parameters were calculated for some selected scenarios. This analysis could
help to explain, for instance, the high explosivity of high-temperature metallic
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melt during its mixing with water. Further, a mechanistic model of a transient
two-dimensional mixing zone was developed. This model is based on simplified
representation of the transport of the mixing zone constituents and has been
validated against FARO experimental data. A sensitivity study has also been
performed to investigate the effects of melt particle size and pool subcooling on
the melt-coolant interactions.

Behavior of a core debris bed interacting with water above and concrete
below has also received attention in this work and are studied in Chapter 4.
A model has been developed and employed as a tool to perform sensitivity
studies and coolability analysis. The most essential phenomena which could
affect the short and long-term behavior of the debris bed have been considered
and modeled. These include the heat transfer from the debris bed to surrounding
media (water and concrete). the dynamics of crust at the boundaries of the melt
pool, the heat conduction inside the concrete, the change of the melt properties
on mixing with concrete slag. The model has been extensively validated against
available experimental data and employed to perform quantification study of
debris coolability for Swedish LWRs in the APRI framework. It was found that
the top cooling may not be sufficient for the coolability of a deep debris layer.

In general. the modeling work performed in this work helps to advance
the current understanding about the complex phenomenology of melt-structure-
water interactions associated with the melt progression during a severe accident
scenario in nuclear power plants. Insights into the processes of melt pool forma-
tion in a RPV, melt fragmentation in coolant, melt-coolant premixing, debris
coolability, etc. have been gained by means of phenomenological and mecha-
nistic modeling. Phenomenological modeling has been employed as an effective
tool to perform probabilistic safety assessment, which helps to resolve differ-
ent scenario and phenomenological uncertainties, whereas mechanistic modeling
has been used to gain insight into a particular physics or phenomenon. Besides
the improvement of the understanding about severe accident phenomenology
gained from the current work, significant advances of the modeling methods ap-
plicable to analyze thermal hydrodynamics of multiphase flows have also been
accomplished.
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