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Abstract

Abnormal heart sounds detection is of great value for
the pre-diagnosis of heart disease. Since the pathological
information is usually contained in each heart cycle, it is
essential to segment the heart sounds before further anal-
ysis. In order to extract more detailed information , the
time and frequency domain analysis of the heart cycle is
necessary. So the time-frequency representation (TFR) of
each heart cycle is extracted in this study. However, the
durations of the heart cycles between different samples are
usually not the same. As a result, the sizes of the corre-
sponding TFR are different which prohibits the direct com-
parison between them. To solve this problem, the TFRs
are scaled to a fixed size through the bilinear interpola-
tion method. Nevertheless, the scaled TFR contains some
noises which are useless for classification. For the pur-
pose of removing noises, a feature selection method based
on similarity is applied. Then, the selected features are in-
put to a support vector machine (SVM) for classification.
At last, the proposed method is evaluated on the dataset
offered by the PhysioNet/Computing in Cardiology Chal-
lenge 2016. The overall score 85.40% is achieved by a
5-fold cross-validation. It is the average of the sensitiv-
ity(75.03%) and specificity(95.76%). The best overall per-
formance of our method on the challenge is 84%.

1. Introduction

Cardiovascular diseases have long been one of the main
causes of human death worldwide [1]. However, the pa-
tients can take effective measures to cure the diseases be-
fore it is too late. So it is of great value to detect the car-
diovascular diseases in the early stage. The cardiovascular
diseases usually causes the abnormal blood flow between
the atria and ventricles. As a result, the pathological infor-
mation is reflected on the heart sounds. Thus it is possible
to detect the heart diseases through detecting the abnor-
mal heart sounds. Auscultation is one of the commonly
used method to detect the abnormal heart sounds in clin-
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ical practice [2]. Nevertheless, auscultation requires the
subjective experience of the professional physicians. Be-
sides, the patients also must be present. To solve these
problems, the automated analysis of the heart sounds has
been popular in recent years.

The automated analysis of heart sounds usually contains
three steps: segmentation, feature extraction and classifica-
tion. The aim of segmentation is to detect the fundamental
heart sounds (FHS) which are the important physical char-
acteristics of the hearts, including S1 and S2. The FHSs
provide references for feature alignment in the feature ex-
traction step by dividing the heart sounds signals into heart
cycles. In order to focus on the feature extraction and clas-
sification, the state-of-the-art segmentation method, i.e.,
the hidden semi-Markov model (HSMM) based segmen-
tation method [3], is used in this study.

In the feature extraction stage, it is intended to extract
the features which have a positive correlation with the
pathological changes of the non-stationary heart sounds
signals.  Since the TFR of heart sounds signals has
been successfully proposed before to investigate the dy-
namic properties reflecting the physiological or pathologi-
cal episodes [4,5], the TFR of each heart cycle is extracted
in this study. In the literature, the main methods of the
TFR extraction include parametric and non-parametric ap-
proaches. More specifically, the parametric approaches are
mainly based on the time-dependent autoregressive (AR)
modeling and their extensions [6]. And the parametric ap-
proaches are commonly implemented by means of short
time Fourier transform (STFT) [7], S-transform (ST) [8],
discrete wavelet transform (DWT) [9] and Choi-Williams
distribution (CWD) [10]. Among the methods, the STFT
has a fixed resolution in the frequency bands whereas ST
and WT have multi-resolution. CWD and AR have bet-
ter resolution in the frequency domain. However, better
resolution does not necessarily results in a better repre-
sentation. For comparison, the five TFR methods are im-
plemented in this study. After the extraction of TFR, the
features are difficult to compare directly since the sizes of
the TFR are not the same which are caused by the differ-
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ent lengths of heart cycles. In order to align the TFR and
maintain its structure at the same time, the bilinear inter-
polation which has the good ability to keep the structure
is employed. Thus the extracted TFRs are scaled to the
same size. Nevertheless, the scaled TFR contains some
noises which are useless for classification. For the purpose
of removing noises, a feature selection method based on
similarity is applied [11]. At last, the classification task is
performed by the SVM using a Gaussian kernel.

In this study, we investigated the scaled time-frequency
representation and feature selection for abnormal heart
sounds detection, as shown in Figure 1. As the process
of detecting the dynamic properties of the heart sounds,
five kinds of TFRs are employed. In order to align the
TFRs, the bilinear interpolation is applied. The noises
of the scaled TFRs are eliminated by a feature selection
method. The results are compared using the sensitivity,
specificity and the overall score.

2. Methods

2.1. Data collection

The dataset is offered by the PhysioNet/Computing in
Cardiology Challenge 2016 [12]. It is contributed by seven
different research teams. In the dataset, there are 3420
recordings, including 2755 normal heart sounds record-
ings and 665 abnormal heart sounds recordings. The heart
sounds signals are all resampled to 2000 Hz.

2.2.  Preprocessing and segmentation

Since the information of the heart sound signals are
mainly concentrated above 50 Hz, the signals are first fil-
tered by high pass Order 6 Butterworth filter. Then the sig-
nals are segmented using the state-of-the-art HSMM based
method. After segmentation, some researchers analysis the
signals according to the S1, systolic, S2 and diastolic pe-
riods in each heart cycle. However, some abnormal heart
sounds appears in the FHSs and continue to present in the
systolic and diastolic, it is difficult to analysis separately.
Thus the heart cycles are the basic analysis units in this
study.

2.3. Feature extraction

In order to extract the TFRs of the heart cycles, both the
parametric and non-parametric approaches are employed.
For the parametric AR model of pth order, it is described
as follows,
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Preprocessing Segmentation
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Figure 1. The framework of this study.

where a[é] is the linear prediction coefficients and e[t] is

the prediction error. Equation (1) can be effectively solved
by the Burg’s method. The spectral of x[t] is then esti-
mated by
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For the non-parametric model STFT, it has a fixed reso-
lution and the spectral is obtained by
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where w(t — 7] is the window function.
To solve the fixed resolution problem, the ST and DWT
is proposed. The ST is defined as,
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where h(t) is the heart sounds signal. The window func-
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tion e~ =2 is a function of the frequency f which re-

sults in the high time resolution in high frequency and high

frequency resolution in low frequency. The DWT is mainly

achieved by the mother wavelet,
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where Ww( ) is the mother wavelet. However,
the DWT only decompose the signal in low frequency,
some important information in high frequency is omitted.
To solve this problem, the wavelet packet transformation
(WPT) is developed.

In order to have a better resolution, the quadratic time-
frequency distributions (QTFD) is introduced. CWD is
one of the QTFDs which aims to reduce undesirable cross

terms without degrading the resolution and it is defined as,
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Thus the TFRs S(7, f) € RT*¥ of each heart cycle is
obtained. However, the sizes of different TFRs between
different subjects are usually not the same. To overcome
this problem, the bilinear interpolation is employed. Sup-
pose that the TFRs after interpolation ares S’ € RT'<F",
The main steps are as follows:

1. Set sy =T/T" and sp = F/F".

2. Suppose that S’(7/, f') is one element in S’.
Setpu=71"-srand& = f' sp.

Set Ap =y — |pu[ and AL = £ — [¢].

Round down the value of s and § as p = [p] and € = [£].
3. Then, the element S’(7’, f') is represented as

S 1) = 81, &) - (1 — Ap) - (1 - AE)
+S(u+1,6) - A (1 Ag)
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4. Tterate step 2 and step 3 until all the elements in S’ are
obtained.

Take the sizes of the S’ between different heart cycles
to be equal. Thus, the sizes of the TFRs are scaled to be
equal through the bilinear interpolation method.

2.4. Feature selection and classification

The scaled TFRs are contaminated with noises and some
features are useless for classification. To exclude these fea-
tures, a feature selection method is proposed according to
the ReliefF criterion. The features of the scaled TFRs are
scored by,
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)
where x, is the rth feature of the scaled TFRs, X €
RMXR is the data matrix, NM (m), and N H(m), indi-
cate the sth nearest data instances to X (m,r) with the
same class label and different class, respectively. After
scoring, the features with higher score are considered more
discriminative. Thus the features with lower scores are ex-
cluded by a threshold value.

SVM is a supervised machine learning model which
aims to find the maximum-margin hyperplanes between
different data in order to discriminate them. It has been
proven a powerful classifier and is used in heart sounds
classification successfully in the literature. So the selected
features are trained and evaluated by SVM in this study.
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Figure 2. The performance of different time scale sizes.

3. Results and discussion

The dataset is evaluated by a 5 fold cross-validation
method using the SVM classifier. The SVM is imple-
mented with a radial basis function (RBF) kernel and the
parameter of the RBF kernel is 0.1. Different lengths of
the scale size are evaluated in the experiment. The dif-
ferent time scale sizes are experimented with a fixed fre-
quency scale size 28, as shown in Figure 2. It can be seen
that the AR and STFT method has the better overall perfor-
mance for detecting the abnormal heart sounds. The best
overall score 84.31% is achieved with a time scale size 28
by STFT. Also, the frequency scale sizes are evaluated, as
shown in Figure 3. Still the AR and STFT method has the
better overall performance. The best overall score 84.33%
is achieved with a time frequency size 32 by STFT.

At last. the feature selection is performed. And the per-
formance is improved, as shown in table 1.



097 (a) The sensitivity of different frequency scale size.
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Figure 3. The performance of different frequency scale
sizes.

[ [[ Sens | Spec | Overall [ Scale [ Select |
AR 69.92 | 94.64 82.28 36 x 32 461
STFT 75.03 | 95.76 85.40 28 x 28 314
ST 72.78 | 95.02 83.90 36 x 28 403
WPD 65.26 | 93.98 79.62 28 x 28 314
CwW 63.15 | 87.22 75.19 16 x 16 102

Table 1. The best of performance different methods.

4. Conclusion

In this study, a abnormal heart sounds detection method
based on scaled TFR and feature selection is proposed.
The sizes of TFRs are scaled to the same size through the
interpolation algorithm which enables the direct compar-
ison. Then the performance of different TFRs are com-
pared. STFT achieves the best overall score 85.40% after
feature selection.
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