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Abstract

In this paper, we analyse the impact of carbon taxes on emission levels, when niche markets ex-
ist for new carbon-free technologies, and when these technologies experience ‘learning-by-
doing’ effects. For this purpose, a general equilibrium model has been developed, DEMETER,
which specifies two energy technologies: one based on fossil fuels and one on a composite of
carbon-free energy technologies. Initially, the carbon-free technology has relatively high pro-
duction costs, but niche markets ensure positive demand. Learning-by-doing decreases produc-
tion costs, which increases the market share, which in turn accelerates learning-by-doing, and so
forth. This mechanism allows a relatively modest carbon tax, of about 50 US$/tC, to almost sta-
bilise carbon emissions at their 2000 levels throughout the entire 21* century. Sensitivity analy-
sis shows that the required carbon tax for emission stabilisation crucially depends on the elastic-
ity of substitution between the fossil fuel and carbon-free technology.
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1.  INTRODUCTION

The recognition that anthropogenic emissions of greenhouse gases may cause global change of
climatic conditions has led to the development of Integrated Assessment Models (IAMs). These
models integrate the simulation of climate change dynamics with the modelling of the economic
system. In most IAMs, future emission reduction costs are approximately independent of meas-
ures taken today, that is, emission reduction cost functions are separable over time. Often, cost-
curves are calculated with computable general equilibrium (CGE) models based on some exo-
genously assumed path describing technological development (see e.g. Dasgupta and Heal,
1979; Boyd and Uri, 1991; Jorgenson and Wilcoxen, 1993a, 1993b). Although in these models
present-day policies affect future allocations and future costs of emission reductions through the
investments made in physical man-made capital, the forward connection is limited as a result of
the depreciation of capital. The modelling of endogenous technological change, however, leads
to the phenomenon that the implementation of emission reductions at present enhances techno-
logical development and thus reduces reduction costs in the future (Carraro and Galeotti, 1997,
Goulder and Matthai, 2000; van der Zwaan et al., 2002; Buonanno et al., 2003, Gerlagh and van
der Zwaan, 2003)." This implies that a stronger relationship exists between the costs of future
abatement technologies and today’s emission reduction measures.

Since a major part of carbon emissions are linked to energy use, two major options are available
for its reduction. First, energy use can be reduced, and, second, energy production can be trans-
formed from the use of fossil-fuel technologies to that of energy technologies that have zero or
low net carbon emissions. In addition, carbon dioxide can be removed, or scrubbed. Since en-
ergy is essential for economic production, the first option to reduce emissions can be realized to
a limited extent only. If substantial emission reductions are aimed for, the transition towards
carbon-free technologies is necessary. However, making such a significant transition to new
technologies takes a possibly huge amount of time. After a technology becomes competitive, it
enters the market through diffusion, and this requires the development of new vintages of prod-
ucts (capital) in which that technology is used. Diffusion often requires a time scale several
times the lifetime of such products (Knapp, 1999). As the technology option needs time for im-
plementation, energy demand reduction is likely to prove more useful for short-term emission
reductions. Energy demand reduction measures, however, are likely to produce only moderate
effect. A shift to carbon-free technologies may, in the long run, prove an option to reach more
ambitious reduction levels.

If a transition to carbon-free energy technologies is to become successful, production costs need
to decrease, in order to make the new technologies competitive with the existing fossil fuel
based technologies. There is clear empirical evidence that the development of production costs
for energy based on new technologies depends on cumulative experiences (McDonald and
Schrattenholzer, 2001), and is thus an endogenous process.

Today, the dynamics of endogenous technological progress receives an increasing attention in
the literature. Messner (1995, 1997) includes technological progress in the system-engineering
model MESSAGE. In her analysis, costs of specific technologies are explicitly linked to the
cumulative capacity installed, reflecting the notion of a learning curve: the costs of specific en-
ergy technologies decrease as investments and installed capacities accumulate. In an energy
production costs minimisation programme, Messner finds that the inclusion of endogenous
technological progress leads generally to earlier investments in new technologies and a lower
level of overall (discounted) investments, in comparison to the case in which technological pro-

' For a broader coverage of endogenous technological change and environmental pressure, see also Gradus and
Smulders 1993; Bovenberg and Smulders 1995; den Butter and Hotkes 1995; Verdier 1995; Bovenberg and
Smulders 1996; Hofkes 1996; Beltratti 1997, Newell et al. 1999; Smulders 1999; Goulder and Matthai 2000.
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gress is represented exogenously. Griibler and Messner (1998) link the MESSAGE model to a
carbon cycle model to address the question of the optimal timing of CO, abatement. Their find-
ings suggest that the treatment of technological progress as an endogenous process implies an
(optimal) emission trajectory with higher emission reductions in the near term. Both ‘bottom-
up’ analyses tend to produce the typical pattern of a discrete and complete switch towards a new
technology once it becomes competitive (Odell, 1999). Explicit constraints on market shares
and penetration rates avoid such an unrealistic pattern. However, these constraints - if binding -
determine much of the results, and call for further explanation.

Work by van der Zwaan et al. (2002) and Gerlagh and van der Zwaan (2003) incorporates the
learning curve in a macro-economic model, DEMETER (DEcarbonisation Model with Endoge-
nous Technologies for Emission Reductions), that endogenously describes the diffusion process
through aggregate production functions with elastic demand for energy produced by specific
technologies.” Qualitatively, van der Zwaan et al. (2002) and Gerlagh and van der Zwaan (2003)
find similar results as Griibler and Messner (1998). The forward shift in emission reductions in
their simulation turns out to be more articulated, however. Nordhaus (2002) incorporates in-
duced innovation through R&D (as opposed to learning-by-doing) in an up-dated version of his
DICE model. In this so-called R&DICE model, a rise in the price of carbon energy induces
firms to develop new processes and products that are less carbon-intensive than existing prod-
ucts. Nordhaus concludes that endogenous technological change is a less powerful factor influ-
encing climate change policy than substitution of capital and labour for energy. Goulder and
Mathai (2000) incorporate induced technological progress as a function of R&D expenditures,
as well as in the form of learning-by-doing. In their R&D model, the future costs of abatement
decrease through investments in knowledge, but are independent of past abatement levels. Con-
sequently, the availability of cheaper future abatement measures reduces the need for current
abatement. In their learning-by-doing model, knowledge is gained by past abatement, and this
justifies early abatement efforts, if the aim is cost-efficiency at least.

The literature is generally silent when it comes to addressing a number of market conditions and
features such as the existence of niche markets that can support the development of new tech-
nologies. Since most innovations are not immediately cost-effective, niche markets generating
positive demand for relatively expensive technologies are a vital phase of technological devel-
opment (Griibler et al., 1999a, 1999b). Niche markets advance diffusion through accelerating
learning-by-doing, and thereby help new technologies to mature. Niche markets help us to avoid
technological ‘lock-ins’, e.g. by widening the attainable set of future technologies. In an analy-
sis of technological development and uncertainty, Griibler and Messner (1998) explain the pres-
ence of niche markets as a hedging strategy consisting of R&D and experimentation. Firms in-
vest in a diverse technology spectrum to secure their future position in an uncertain future mar-
ket. Still, there are also other economic mechanisms on the user’s side that explain the presence
of niche markets, such as technology characteristics that are advantageous for specific user
groups. For example, electricity production from solar photovoltaic cells proves competitive in
some remote areas such as small islands. Government subsidies can be used to expand niche
markets enhancing the diffusion of new technologies. The models used by Knapp (1999) and
Griibler and Messner (1998) are rich in technological detail, but have limited capability for de-
scribing the economic interaction between production, prices and demand, which are all essen-
tial parts of a maturing technology.

IAMs that include both production and demand of energy are better equipped to include some of
these interactions in an appropriate manner. There is still room to improve their performance,
especially in as far as it concerns their description of niche markets. In some models (e.g. Peck

% Note that in the current version of DEMETER there is only endogenous technical change in the energy sector,
while no endogenous technical change is simulated in the production of the (final) consumption good. Buonanno et
al. (2001) and Buonanno et al. (2003) have studied endogenous (induced) technical change in the final goods sec-
tor.
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and Teisberg 1992), carbon-free technologies are considered perfect substitutes for fossil-fuel
technologies, but have limited maximum supply and relatively high production costs that do not
decrease over time. Such a set of assumptions does not facilitate an explanatory description of
niche markets, since under perfect substitution demand is zero for all but the cheapest technol-
ogy, unless positive demand is explicitly included as a volume constraint. More generally, per-
fect substitution between different technologies cannot explain that relatively expensive new
technologies can develop before they become fully competitive with mature technologies. In
contrast, other models assume complementarity between energy technologies. In Stephan et al.
(1997) and Goulder and Schneider (1999), carbon-free technologies and fossil fuel based tech-
nologies are relatively poor substitutes, that is, they have a substitution elasticity of unity, or
less’. Under this assumption, carbon-free technologies will not reach a substantial market share,
irrespective of future decreases in production costs.

This paper differs from the literature, because we do not search for efficient or cost-effective
reduction scenarios. Instead, we go back one step to the fundamentals of the global warming
problem, and study the energy demand and transition dynamics of the energy system in relation
to the substitution possibilities between fossil fuel based and carbon-free energy technologies.
As an alternative to both extreme assumptions encountered in the literature, that is those of per-
fect substitution and complementarity (that is, poor substitutability), we assume good but imper-
fect substitutability between different energy technologies. More precisely, we suggest the elas-
ticity of substitution has a value larger than unity (representing good substitutability), while still
being finite (that is, there is no perfect substitutability). By avoiding elasticities of substitution
smaller than or equal to one, we do not consider cases where poor substitutability prevails.
However, by using a CES (Constant Elasticity of Substitution) aggregate for various energy
sources, in a methodological perspective we do not deviate from the literature: the implications
of our choice for the elasticity level between unity and infinity are still substantial. The elastic-
ity level predicts a small but positive market share for new expensive technologies, and a rap-
idly increasing share when production costs decrease. Thus, DEMETER enables us to model
niche markets for new technologies and increasing markets for maturing technologies that
gradually become competitive, without needing to describe exogenous penetration paths for
new technologies as is common in many other studies.

We present calculations with DEMETER, a relatively simple general equilibrium model incor-
porating a rudimentary climate change simulation. Basically, the same model has been used in
van der Zwaan et al. (2002) and Gerlagh and van der Zwaan (2003), though in these two studies
somewhat different scenarios were considered compared to this paper. The different subjects of
these three papers (the timing effects of endogenising technological change in the 2002 paper,
the cost impacts of endogenous technological change in the 2003 paper, and the role of the
simulation of niche markets in the present paper) gave rise to somewhat different usages of
DEMETER, to fit, respectively, the question under consideration in each of these papers. Also,
a number of slight differences occur because of new energy data that have been used for model
calibration. But otherwise, no major modelling variations have been employed, the analysis pre-
sented in this article thus having been performed with the same DEMETER version as described
in the two earlier DEMETER publications. In this paper we study niche markets and their im-
portance for the dynamics of the energy system and for global warming. In particular, we ana-
lyse the nature of the substitution dynamics that may exist between fossil fuel and non-fossil-
fuel technologies. We do not explicitly explore the efficiency or cost-effectiveness of carbon
emission (or reduction) trajectories. Instead, we simulate the carbon emission paths that arise if
one levies a constant carbon tax. In particular, we look at the effect of carbon taxes at different
levels, in combination with different assumptions on the elasticity of substitution between fossil
and non-fossil fuels, on future carbon emissions, the share of non-fossil versus fossil fuels in

3 Note that the elasticity of substitution measures the inverse of the curvature of the production isoquant. It divides
the percentage change in the factor ratio (that is the change in the angle of the input vector) by the percentage
change in the prices (the change in the slope of the isoquant). See, for example, Varian, 1992.
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energy consumption, and global temperature changes. While not incorporating - in its present
version at least - any regional specification (as typically do RICE-type models), the model ex-
tends existing [AMs in two respects, and forms thereby a new contribution to the IAM literature
on global warming. It combines three modelling features that previously have only been studied
separately, and it adds one feature that so far has never been seriously addressed in this context.
The first feature concerns the inclusion of two competing energy technologies, one of which has
zero net CO, emissions. This feature allows for emission reductions to be achieved by a transi-
tion towards a carbon-free technology, in addition to those resulting from the substitution of
capital and labour for energy, e.g. through increasing energy efficiencies and the implementa-
tion of ‘end-of-pipe’ measures. Second, the model distinguishes old from new capital, in such a
way that substitution possibilities between production factors only apply to new capital stocks.
This ‘putty-clay’ approach allows for different short and long-term substitution elasticities and
can, in particular, describe a slow diffusion process. Third, the model includes learning-by-
doing through the use of learning curves. In this way, a transition towards alternative technolo-
gies leads to lower energy production costs for these alternative technologies, and thereby en-
hances their opportunities. This part of the model is based on the MESSAGE optimisation
model developed by Messner (1997). Fourth, it includes niche markets in which new technolo-
gies can relatively easily spread - even though production costs are high - before these tech-
nologies are fully matured. Although the first three elements have been studied before mostly
separately, the novelty of our analysis lies in the fact that we assemble them in one concise
IAM, while in addition - and most importantly - including the notion of niche markets. The vir-
tue of our simple but integrated model DEMETER is that we can relatively easily explore the
implications of its specifications, while remaining fairly assured that other peculiar features of
the model do not cause any biases in our interpretations. It is our clear intention to remain in the
spheres of top-down integrated assessment modelling. This allows us to study the economy and
climate interactions as a whole, with energy dynamics as an integral part of it, while still being
able to differentiate between carbon and non-carbon based energy resources. We have not
wanted to construct rich representations of many energy technologies, and their learning proc-
esses and sensitivities to the levying of carbon taxes, as is done already in many existing bot-
tom-up models. We have enriched a basic top-down model by an analysis of learning-by-doing
of the two available energy resources and the presence of niche markets. No regional differen-
tiation is supposed at this stage, in order to obtain results that are at an as aggregated level as
possible, like in the original DICE model.

Chapter 2 provides the complete model specification of the model DEMETER. Chapter 3 de-

scribes the input data used for the numerical analysis. Chapter 4 presents and discusses the re-
sults of our simulations. Chapter 5 concludes.
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2. MODEL SPECIFICATION FOR DEMETER

The model has distinct time periods of five years, each denoted by #=1,...,00. The model distin-
guishes one representative consumer, three representative producers (also referred to as sectors),
and a public agent that can set emission taxes to reduce carbon dioxide emissions. Producers are
denoted by superscripts j=C,F.,N, for the producer of the final good or Consumption good, the
producer of energy based on fossil-fuel technology, and the producer of energy based on car-
bon-free technology. There are four goods for which an equilibrium price is determined that
brings supply and demand in equilibrium: the final good with price A, normalized to unity, A,=1,
fossil fuel energy, with price },L,F , carbon-free energy with price },L,N , and labour with price w,.
We use [B; as the price deflator for the final good from period ¢ to period t. So,
Br =1/[(147)(147s1)...(147.1)], where 7, is the real interest rate. By definition, B} =1 and
B; =1/P%. When convenient, we also use B, = ;H =1/(1+r,). Figure 2.1 presents a schematic
overview of the model flows. The time lag between investments and capital used as a produc-
tion factor is represented through an 'L' on top of the flow arrows.*

Investments

( Maintenance A Maintenance Investments

Non-Fossil-F uel
Sector

Non-Fossil-Fuel Energy

F ossil-F uel
Sector

Fossil-Fuel Energy

Climate
Change

Final Goods
Sector

Investments

Consumption \

Damages Labour
Representative

Consumer
Figure 2.1 DEMETER schematic overview of flows

The final good is produced by sector j=C, where output is denoted by Y. The same good is
used for consumption, investments / in all three sectors and for operating and maintenance M
(as usually distinguished in energy models) in both energy sectors j=F,N:

Co+IC+1F+1¥ +Mmf +Mm) =1, (1)

We distinguish operating & maintenance costs, on the one hand, and investments costs, on the
other hand, in the energy sector chiefly since the empirical data on learning rates often pertain to
investment costs (cf. McDonald and Schrattenholzer, 2001) and we want to avoid overestimat-
ing learning rates. Fossil fuel energy is demanded by the final goods sector j=C and supplied by
the fossil-fuel sector j=F. Carbon-free energy is demanded by the final goods sector j=C and
supplied by the carbon-free energy sector j=N. Labour L, is demanded by the final goods sector
j=C and supplied inelastically by the consumers. Finally, the public agent may levy a tax t, on
emissions Em, produced by the final good sector when using fossil-fuel energy sources.

* The complete GAMS code is available through the internet, via the web-page of the first author:
www.vu.nl/ivm/organisation/staff/reyer gerlagh.html.
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2.1  The representative consumer

We assume there is one representative consumer who maximises welfare subject to a budget
constraint:

W=31+p)" L, In(C, /L), @)
t=1

where W is total welfare, p is the pure time preference, and C,/ L, is consumption per capita.
Welfare optimisation gives the Ramsey rule as a first-order-condition for consumption,

Br = (Co /LY/((1+p)(C 11/ Lisr)). 3)

2.2 The final good producer

The representative producer maximizes the net present value of the cash flows:

Max Zﬁ(; (Y/C _It(r - W/L/ _:UtFY/F _IU/NY;N _TtEm/) > 4

t=1

subject to the production constraints (5-12), given below. Revenues consist of output ¥, ex-
penditures consist of investments, / ,C (one period ahead), labour L, at wage w,, fossil fuel en-
ergy Y,F at price },L,F , and carbon-free energy, Y,N at price u;v , and the public agency levies a
tax 1, on emissions. First order conditions are given in the appendix.

To describe production, DEMETER accounts for technology that is embodied in capital in-
stalled in previous periods. It therefore distinguishes between production that uses the vintages
of previous periods, and production that uses the newest vintage for which the capital stock has
been installed in the directly preceding period. The input and output variables, as well as prices,
associated with the most recent vintages are denoted by tildes (~). For every vintage, the pro-
duction of the final good is based on a nested CES-function, using a capital-labour composite,
Z, , and a composite measure for energy services, E, , as intermediates:

FE = ((AIZ) 0+ (A2 E )Y, (A2 5)

where A" and 4/ are technology coefficients, and y is the substitution elasticity between Z , and
E,. Notice that the Lagrange variable for the profit maximization program is given between
brackets. The capital-labour composite Z, is defined as:

Z, =)L), (6,) (6)

which says that the capital/labour composite has fixed value share a _for capital. Note that new
capital is by definition equal to the investments of one period ahead, K/ =1/, .

We model energy services E, as consisting of a CES aggregate of energy produced by the sec-
tors F and NV:

E, = (@) w3 Myehioyeleh (%) (M
where o is the elasticity of substitution between F and N. The CES aggregation allows for a

strictly positive demand for the new technology N, if the price of the carbon-free energy exceeds
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the price of the fossil-fuel energy F even by an order of magnitude. By assuming the elasticity
of substitution ¢ to have a (bounded) value larger than one, 1<c<co, it is ensured that the (ex-
pensive) new technology has at least a small but positive value share. In this way, the CES ag-
gregation effectively represents a niche market and enables the economic system to take advan-
tage of a diversified energy production, e.g. because different technologies exist, each having
their own markets for which they possess a relative advantage. In DEMETER, niche markets are
represented on the macro level, while gradual substitution of one technology for the other tech-
nology takes place when prices change. Though one could argue that the competition between
energy sources will intensify (and thus the elasticity of substitution will increase) once the mar-
ket share of carbon free technologies rises as a result of a carbon tax, we assume ¢ to be con-
stant both for reasons of simplicity and for reasons of lack of empirical data. As we will argue in
Chapter 3, there is not much empirical evidence on the value of c.

Carbon dioxide emissions, Em,, are linked to the production of the newest vintage through an
emission intensity parameter 8[ (where 8, =0 for the carbon-free energy technology) that de-
scribes the level of emissions per unit of fossil-fuel energy use:

Eml = glFi;/F B (’:ft ) (8)

One part of production employs the new vintage, the other part employs the old capital stock
that carries over from the previous period. All flows, output, use of energy, labour, and the out-
put of emissions are differentiated between the old and the new vintages. The input/output flow
in period 7 is equal to the corresponding flow for the new vintage, plus the corresponding flow
for the old capital stock of the previous period, times a depreciation factor (1-9).

C=01-9r5+1°, (A) )
Y/ =(1-8)Y/, +1/ (fL/: j=F.N) (10)
L ==L +L,, (¥, ) (11)
Em, =(1—=8)Em, | + Em, . (7)) (12)

where the last equation (12) presents the relation between total emissions Em, and emissions of
the new vintage Em,. Note that the equations should not be read as describing accumulation
over time, and related thereto, the variables Y., ¥/, YN, L, Em,, do not represent stock vari-
ables. Instead, the equations more-or-less describe the slow adjustment of production character-
istics over time, as the capital stock slowly adjusts with new vintages in every period.

2.3 Energy producers

Both energy producers, the fossil fuel sector j/=F and the non-fossil fuel sector j=N are treated
symmetrically. Production of energy, Y (j=F,N), requires investments /;, (in the previous
period) and maintenance costs, M Energy producers maximize the net present value of cash
flows:

Max ZBO(WYJ I/ -M}). (13)
Each new vintage with output Y / requires proportional investments one period ahead, /7 ., >and
maintenance costs M J accordmg to:

Y =all,, (G.is J=EN) (14)
v/ =b/M] M5 J=EN) (15)
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where we maintain subscripts 7 for the technology parameters atj and btj to describe decreasing
costs of energy production (increasing levels for a/ and b;) resulting from learning-by-doing.
We assume that knowledge gained is public, that is non-rival and non-exclusive. Thus firms will
not internalise the positive spill-overs from their investments in their prices. Hence, production
parameters a;/ and b/ are treated as exogenous by the firms, and the individual firms are con-
fronted with constant returns to scale.” In a similar way as expressed in the production of con-
sumer goods (9), energy output is distinguished by vintage (10), and the same vintage approach
applies to maintenance costs, M/ :

M} =(1-8M], + M/ . (&3 J=F.N) (16)

Profit maximisation of (13) subject to (10),(16), (14), and (15) gives zero profits. First order
conditions are listed in the Appendix.

In this formulation we have not explicitly modelled resource exhaustion. One may argue that
resource depletion implies in principle increasing extraction costs that, in practice, however, is
usually counter-balanced by continuous technological development that tend to reduce extrac-
tion costs over time. Looking at the expected future price trajectories for fossil fuels (e.g.,
Nakicenovic et al., 1998, p 111, medium scenario B), we see that the shadow-prices for all fossil
fuels increase over time. We thus may underestimate the costs of supplying fossil fuels, but not
too much, since expected increases in fossil fuel prices are small.

2.4 Technological change

The DEMETER model incorporates various insights from the bottom-up literature that stresses
the importance of internalising learning-by-doing effects in climate change analyses. Energy
production costs decrease as the experience increases through the installation of new energy
vintages. In this version of DEMETER, the endogenous modelling of learning by doing is lim-
ited to the energy sectors; we have not included learning effects for overall productivity and en-
ergy efficiency. Thus, 4,' and 4;” as employed in (5) are exogenously determined by a bench-
mark (business as usual) growth path.

For the energy sector, the model describes the learning process through a scaling variable h,j
the inverse of which measures the relative productivity @/ and b/ relative to long-term produc-
tivity levels, a/ and b7 .

W al=al, (G=F.N) (17)
Wi b)=b? . G=F.N) (18)

Stated in other terms, the variable 4/ measures the costs of one unit of output ¥, as compared
to potential long-term costs. For example, 4/ =2 means that one unit of energy output of sector j
costs twice as much investments and maintenance costs as compared to the situation in the far
future when the learning effect has reached its maximum value.

To capture the process of gaining experience and a decreasing value of 4/, we introduce the
variable X, that represents experience; it counts accumulated installed new capacity (vintage) at
the beginning of period ¢

> An extended version of DEMETER 1.0 also includes subsidies for new technologies, as presented in van der
Zwaan et al. (2002). These can be used to internalise learning-by-doing in order to reach a dynamically efficient al-
location. In this paper, however, we abstract from such subsidies.
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X/

Li=X]+Y/. (=F.N) (19)
Furthermore, we use a scaling function g'(X)—[1,0) that returns the value for htJ as dependent
on cumulative experience X/ . Employing discrete time steps, the value of 4/ is given by the
average value of g(X) over a period:

t+1

. Xi/+l . . .
B =] ¢/ ()dx/(X/, -X]), (=F.N) (20)
X/

We assume g’(.)<0, that is, production costs decrease as experience increases, and we assume
¢(w0)=1, that is, production costs converge to a strictly positive floor price (minimum amount of
input associated with maximum learning effect) given by the levels of a’ and b/ . Finally, we
assume a constant learning rate /r>0 for technologies at the beginning of the learning curve (that
is, for small values of X). This means that, initially, production costs decrease by a factor (1-/r),
for every doubling of installed capacity. Such decreases have been observed empirically for a
large range of different technologies (IEA/OECD, 2000).

A function g/(.) that supports all these assumptions is given by:
g/ (X)=c/(1—dHXx ¥ +1. Q1)

where we omitted subscripts ¢ and superscript j for the variable X, and 0<d’<1 measures the
speed of learning, and ¢’ measures the size of the learning costs relative to the long-term
production costs.’ Finally, we notice that, in a model without learning-by-doing, we would have

g/ ()=1.

2.5 Climate change

Emissions are included in the equilibrium through equations (12) and (8). Environmental dy-
namics are included by linking emissions to atmospheric CO, concentrations, A¢m,, and, in turn,
to temperature change, Temp;:

Atm,, =(1=8")Atm, +(Em, + Em,), (22)
Temp,,, = (18" YTemp, +8"T *In(Atm, | Atmy), (23)

where 8" is the atmospheric CO, depreciation rate, 7 is the retention rate, Em, are emissions
not linked to energy production, 8" is the temperature adjustment rate due to the atmospheric
warmth capacity, and 7 is the long-term equilibrium temperature change associated with a

doubling of atmospheric CO, concentrations. The climate change sub-model is based on Nord-
haus (1994).

% The learning rate /r and the parameter d used in (21) and (45) are approximately related by the equation d =—In(1—
[r)/In2. For small learning rates /r, we make the approximation d=/r/In2.
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3.  CALIBRATION AND DATA FOR NUMERICAL ANALYSIS

For the numerical analysis presented in Chapter 4, we calibrated the model to make it compara-
ble with other commonly used IAMs. The model describes the world economy without regional
differentiation. As a reference scenario, we constructed a business-as-usual path that follows
median assumptions on future population levels, gross world product, energy consumption,
greenhouse gas emissions, energy prices, and investments and maintenance costs for both en-
ergy technologies. Elasticities are chosen in accordance with other models.

3.1 Volumes

For specifying the benchmark paths for population, gross world product (GWP), and energy
use, literature is abundantly available. Population is assumed to grow from 5.89 billion in 1997
at a rate of 1.45 % per year, levelling off and reaching 11.4 billion by the end of the 21* century
(compare Nakicenovic et al., 1998). GWP in 1997 is 25.1 trillion US$1990, and the growth rate
of GWP per capita is assumed to be 1.5 % per year over the entire modelling horizon (World
Bank, 1999). On the basis of the database developed for the IIASA-WEC study (Nakicenovic et
al., 1998), final commercial energy consumption in 1997 is estimated to be 320 EJ, when meas-
ured in primary energy equivalents.” From the same database, the share of fossil-fuel technolo-
gies in energy production (in 1997) is estimated at 96 %. This corresponds to 307 EJ. The re-
maining share of 13 EJ is non-fossil energy. The future path for energy consumption further de-
pends on the autonomous energy efficiency improvements (AEEI). Based on long-term evi-
dence, we consider an AEEI of 1.0 per cent per year reasonable (Nakicenovic et al., 1998), so
that the energy consumption growth decreases from 2.0 per cent per year in 2000 to 1.0 per cent
per year in 2100.

Benchmark carbon dioxide emissions further depend on the carbon intensity of the fossil-fuel
technology, and on the speed of the transition towards the carbon-free technology. The latter is
conditional on the energy price paths, and the substitution possibilities between the competing
energy technologies, discussed further on. As for the carbon intensity, fossil fuel related carbon
dioxide emissions are assumed to be 6.3 GtC/yr in 1997. As a result, the carbon emission inten-
sity of the fossil technology is thus 0.02 gC/MJ of final energy used. CO, emissions from indus-
trial processes are around 0.23 GtC in 1997, and assumed constant over time. Carbon emissions
for land-use changes are estimated at 1.1 GtC and assumed to be constant over time (see
Nakicenovic et al., 2001, and Roehrl, 2000).

3.2 Prices and production costs

Since our model represents the two energy resources in an aggregate way, we have to make rea-
sonable estimates for the average initial energy prices required. Because of the variability and
volatility of these prices, this is not straightforward. In addition, the literature provides insuffi-
cient evidence on the elasticity of substitution between the two energy technologies, ¢ in (7), to
justify a certain choice. Therefore, and because of the expected importance of the parameter for
the results, we carried out a sensitivity analysis on this parameter. As our model serves mainly
for analysing the dynamics of the energy system, approximate estimates suffice.

7 We want to make to remarks on this. First, the number excludes non-commercial biomass use, as well as traditional
carbon-free sources such as nuclear and hydropower. Second, without conversion to primary energy equivalents,
final energy consumption is estimated to be 265 EJ per year.
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Prices for final energy derived from natural gas technologies vary in a range from 2 to 3
$(1990)/GJ 2 Since coal, oil and natural gas are, grosso modo, competitive, a good reference
price in our calculations for the average fossil-fuel energy resource is 2.5 $/GJ, in the model-
start-off year 1997. A large spread exists in production costs for energy from wind, solar and
biomass options. Prices for commercial final electricity from wind turbines varied in 1995 be-
tween 5 and 20 $(1990)/GJ, in the highest-cost and lowest-cost production cases, respectively.’
Whereas electricity production costs for photovoltaics are still significantly higher than that for
wind energy, costs of electricity derived from biomass are comparable to that of wind energy."
The average price of final energy by the non-fossil technology is taken to be 7.0 $/GJ, in the
year 1997. This value is merely taken as an example from the range of current feasible wind
electricity prices; it represents a realistic figure of the current cost of some non-carbon energy
alternative, generically speaking.

While it is difficult to come up with aggregate energy prices for both technologies, they are of
utmost importance for the various scenarios, since the relative prices in conjunction with the
relative shares imply an assumed elasticity of substitution between the two technologies. From
the CES aggregation of both fossil and carbon-free energy types, in relation (7), we derive:

& 1yMy=pN 17,
(24)

where the approximation sign ‘=’ indicates that current prices do not completely determine cur-
rent shares due to the vintages. Prices in future periods also affect the optimal choice of the
technology mix for current new vintages, and, in turn, present prices have affected the optimal
technology mix of past vintages. Since, in 1997, the estimated ratio between the volumes for
fossil and non-fossil technologies has been 24:1, an elasticity of substitution of 6=3 is approxi-
mately consistent with a price ratio of 1:2.8, reflecting the price ratio (2.5 $/GJ and 7.0 $/GJ)
chosen above. The assumed substitution possibilities of the carbon-free technology for the fos-
sil-fuel technology, reflected in the value of o, is of crucial importance for the speed of market
penetration. A high elasticity implies that market shares react strongly to even a modest de-
crease in future production costs due to gained experience. A low elasticity, on the other hand,
implies a relatively slow penetration rate. Since there is not much empirical evidence on the
value of o, we carried out a sensitivity analysis and present most results for three values:
0=2,3,4.

We also make explicit assumptions on the distribution of production costs over investments and
maintenance and operation (M&O) costs, (14) and (15), as well as on the floor of the energy
production costs. For fossil fuels, the assumed distribution of costs over investments and M&O
is 20:80, where for convenience the fuel part of the costs is integrated in the M&O costs. For
non-fossil technologies, the assumed ratio is 80:20 (Schénhart, 1999). In combination with the
assumed energy prices, one sees that investment costs for non-fossil energy are assumed to be
currently about 10 times those for fossil energy. For the long term, the same potentials for cost
reductions are assumed to exist for new gas and coal technologies as for non-fossil fuel energy
sources. The long-term floor price for both energy sources is fixed at 1.25 $/GJ. As such, non-
carbon energy has the potential to become fully competitive with carbon energy, though in-
vestment costs will remain 4 times the investment costs for fossil energy.

8 See, for example, IEA/OECD, Key World Energy Statistics, Paris, 1999, p.41.

? See, for example, IEA/OECD, Experience Curves for Energy Technology Policy, Paris, 2000, p.54. In fig.3.3 in
this publication, one sees that in 1995 (in the EU) wind energy production costs varied from about 0.02 to
0.08 ECU(1990)/kWh. Assuming an approximate equivalence between the ECU and $, as well as the conversion
factor of 3.6 in going from GWh to TJ (that is, 0.0036 from kWh to GJ), one obtains the range quoted here.

19 See, for example, IEA/OECD, op. cit., p.21.
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The learning rate for non-fossil energy resources is assumed to be 20 % per doubling of in-
stalled capacity, in line with the empirical evidence on this variable for solar power and wind
suggesting that the rate ranges from 8 to 35%, with an average of around 20% (McDonald and
Schrattenholzer, 2001). On the other hand, the fossil energy technology is assumed to have used
most of its learning potentials already. We emphasise that the learning rate specified for the en-
ergy technologies is in excess of the overall increase in productivity for the economy as a
whole. That is, productivity growth in the fossil-fuel sector is not absent, but is assumed to
reach the same level as productivity growth for the aggregate economy. On the other hand, the
productivity growth for non-fossil energy technologies is assumed to exceed the productivity
growth for the economy as a whole by 20% for every doubling of the installed capacity. The
cumulative installed capacity up to the year 2000 is calculated to be about 1250 EJ/yr and 33
EJ/yr for the fossil energy option and the non-fossil energy alternative, respectively.'' Under
business as usual, the cumulative installed capacity for the carbon-free energy technology is
doubled by 2020. Consequently, production costs have decreased by 20%, and for 6=3 the mar-
ket share will have increased by approximately 60%, or 2.5 per cent points, from 4% to 6.5%.
For other values of o, different BaU penetration rates appear as shown in Figure 4.1.

Finally, the carbon tax imposed in the scenarios will decrease energy demand, the amount of
which depends on the elasticity of energy consumption. We assumed a long-term elasticity of
energy consumption to energy prices of 0.4 (Manne, 1999). Due to the vintage structure of the
model, it takes time to adjust the capital stock to price changes, so that short-term elasticities are
much lower.

! Note that the unit of measurement for the energy production capacity corresponds to the flow of energy that is pro-
duced by the installed capacity. For example, for electricity production, TW is a common unit of measurement,
equivalent to 0.032 EJ/yr.
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4.  SIMULATION RESULTS

In this Chapter we will analyse the effects of different levels of a carbon tax and of different
values of the elasticity of substitution. First, we will examine the impact of different carbon
taxes maintaining the central value for the substitution elasticity, 6=3. Subsequently, we exam-
ine the share of carbon free fuels as well as the development of global carbon emission under a
50$/tC tax with different elasticities of substitution, 6=2,3,4. A tax of $50/tC is roughly equiva-
lent to a 50% increase in the price of fossil energy. Finally, we illustrate the resulting global
temperature changes.

Figure 4.1 shows the effect, in our model, that different carbon tax levels have on carbon emis-
sion paths. In the BaU scenario, emissions increase steadily to a value of about 15 GtC/yr in
2100. This result is in line with the modest growth B2-scenarios of the IPCC report (Nakiceno-
vic et al. 2001), which suggest carbon emissions of 11 to 22 GtC from the different models.

2000 2025 2050 2075 2100

—@—BaU- -0- - 10 $C- == - 25 $/tC- -O- - 50 $#C- -2 - 100 $/tC

Figure 4.1 Carbon emissions for BaU and different constant carbon tax levels, 6=3

The other four scenarios, implying a (constant-over-time) carbon tax of 10$/tC, 25$/tC, 50$/tC,
and 100$/tC, respectively, realise each an additional reduction of about 3 GtC/yr around the
year 2100. Due to the vintage approach of the model, a reduction in emissions takes time. In the
long-term, substitution possibilities exceed the short-term possibilities. The model avoids an un-
realistic immediate cut in 2000, which we find in many other macro-economic models. With a
tax of 50$/tC, an almost constant emission level can be achieved throughout the 21% century.
Such a tax suffices to keep the atmospheric carbon dioxide concentration below a doubling with
respect to the pre-industrialisation value of 280 parts-per-million by volume (ppmv), during the
21" century. Given the result of earlier IAMs, the taxes we need for emission stabilisation are
very low. E.g. Nordhaus (1994) argues that his DICE model requires initially tax levels that are
not higher than some 20 $/tC. In the long run, however, taxes are needed that run into hundreds
of dollars per ton carbon, that is, if the aim is to stabilise carbon emissions. Results from the
MESSAGE-MACRO model for the IPCC-B2 scenario suggest that the carbon tax would need
to increase from 140$/tC in 2020 to around 500 $/tC in 2100 to bring carbon emissions back to
their 1990 levels in order to stabilize concentrations at 550 ppmv in the year 2100 (Riahi and
Roehrl, 2000).

The reason for the low levels of carbon taxes in our model is that the main mechanism for emis-

sion reduction consists of a transition from fossil fuels towards the carbon-free technology. This
transition is not very costly in DEMETER, in comparison to other models. The explanation of
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this is two-fold. First, the presence of niche markets which is modelled through the CES aggre-
gation of fossil-fuel and non-fossil-fuel energy (7) implies that, though the price of the non-
fossil energy technology is higher than that of the conventional fossil-fuel energy, there are
many users of the fossil fuel based energy technology for whom a shift towards the more expen-
sive non-fossil energy alternative implies only a limited increase in costs.'? It should be noted
that this does not imply that a transition requires no additional investments. Extra investments in
the carbon free technologies are needed, and the level thereof is endogenously determined in the
model. Second, the presence of the learning-by-doing effect implies that, in the long term, pro-
duction costs for the new technology decrease substantially. Thereby, it becomes easier to invest
in this new technology, and the market for the carbon-free alternative expands. This phenome-
non contributes to the reduction of the costs involved in the transition from the carbon to the
carbon-free energy alternative. Finally, the relatively low tax level is also related to the fact that
we assume relatively modest GDP growth rates as well as autonomous decarbonisation within
the fossil-fuel technologies. Scenarios with high GDP growth rates lead to significantly higher
unabated baseline emissions (Nakicenovic et al., 1998, 2001), therefore requiring higher mar-
ginal taxes to reach the same absolute emission constraints.

The modelling of the presence of niche markets makes the substitution parameter ¢ central to
our analysis of endogenous technological change, and renders this parameter of main impor-
tance to a sensitivity analysis. Though we have carried out an extensive sensitivity analysis to
all parameters, we restrict ourselves in this paper to reporting only on a sensitivity analysis with
respect to 6. We compare two scenarios: BAU, without any carbon tax, on the one hand, and
the imposition of a constant-over-time carbon tax of 50$/tC, on the other hand. In both cases,
we vary & over three values - 2, 3, and 4 - representing different levels of substitutability be-
tween the fossil and non-fossil energy alternatives. We expect that a higher value of the substi-
tution parameter, 6=4, will further speed up the transition towards the new carbon-free technol-
ogy. The reason for such an expected accelerated transition of the energy system is that the
same reduction in production costs for the new technology now has a stronger effect on its de-
mand, when the substitution opportunities are high for this technology. Inversely, a lower value
for o is expected to result in a slower transition path. Figure 4.2 confirms these expectations.
We have drawn the shares of the new technology for the two scenarios BaU and the 50$/tC car-
bon tax, as well as its dependence on different values for c.

12 Recall that the existence of niche markets implies that a group exists of consumers to whom it proves profitable, at
actual prices, to use the more expensive non-fossil energy technology.

" The elaborate sensitivity analysis we have carried out shows that, together with the elasticity of substitution, the
learning rate and the autonomous energy efficiency improvement are of major importance for the simulated emis-
sion paths. Changes in the elasticity of energy demand for energy prices, the capital depreciation rate, the discount
rate, and the share of capital in overall production turn out to have only minor effects. For the first few decades, the
results are also relatively independent of the floor in the production costs for the two technologies.
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Figure 4.2 Non-carbon energy share for BaU and 508/tC carbon tax and different o

The two circled lines in Figure 4.2 represent the scenarios for which 6=3. The spread in the tri-
ple of dashed lines and solid lines demonstrates the sensitivity of our results to the assumed sub-
stitutability level 6. In the BaU scenario, with a substitutability 6=3, we see that the non-carbon
energy share does not increase to above 15% of total energy consumption by 2100. This ex-
plains the increasing carbon emissions in this scenario, throughout the entire 21* century. How-
ever with 6=4, the non-carbon share attains a level of 20% of total energy consumption, by the
end of the century.

If the assumption of the existence of considerable niche markets is complemented by a tax on
carbon emissions, the picture changes drastically. A tax of 50$/tC, in addition to the assumption
of 6=3, is sufficient for letting the non-carbon share reach about 45% of total energy consump-
tion by the year 2100. Apparently, this share corresponds to a stabilisation of emissions at cur-
rent emission levels, but not of concentrations. To stabilise carbon concentrations (at 470
ppmv), a constant tax equal to 50$/tC suffices only if the substitutability level is as high as 6=4.
With this combination of taxes and niche markets, a non-carbon energy share of about 90 % is
attained by 2100.

Griibler et al. (1999a, 1999b) and Knapp (1999) express technological diffusion as the time that
evolves between the moment a technology has a market share of 10% and the moment this share
achieves a value of 90%. In Gruebler et al. a list is provided of such diffusion times, regarding a
large variety of technologies (both in the energy domain, as technologies generically speaking)
that have emerged over the past two centuries. The diffusion times reported are typically in the
order of 50-100 years. Figure 4.2 shows that in the tax plus high substitutability case, the energy
share can increase from less than 5% to 70% in one century. This result is well compatible with
the empirical analysis of Gruebler et al., and we conclude that the transition of the energy sys-
tem is empirically achievable. One could argue that, whereas Gruebler et al. specify diffusion
times for rather specific technologies, in DEMETER we employ only a very aggregated form of
a non-carbon energy alternative. We would expect a slightly longer diffusion time period for an
aggregate form of energy since the aggregate S-curve consists of several subsequent S-curves
for separate technologies. This can explain why we need supporting taxes to effectuate the tran-
sition in one century. On the other hand, we note that Chakravorty et al. (1997) advocate a
somewhat more optimistic view of the opportunities available to radically transform the energy
system.

The results shown in Figure 4.2 carry over straightforwardly to the carbon emission paths (see
Figure 3). In the BaU scenario, assuming a substitutability as high as 6=4, annual emissions
reach a level of around 13 GtC/yr in 2100. In the case of any lower value of G, emissions con-
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tinue increasing throughout the entire 21% century. In the 50$/tC scenario, 6=3 suffices to reach
an approximate stable level of annual carbon emissions. With any lower value for 6, we encoun-
ter again increasing emissions throughout the 21* century. Of our six scenarios, only when the
tax of 50$/tC is combined with a 6=4 substitutability level we can obtain a significant decrease
in annual carbon emissions. Long-term emissions are then stabilised at a level as low as
5 GtClyr.
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Figure 4.3 Carbon emissions for BaU and 508/tC carbon tax and different o

For policy analysis, the more relevant question to answer is whether mankind is able to stabilise
atmospheric carbon dioxide concentrations, or global average warming, rather than annual car-
bon emissions. Future carbon concentrations determine the temperature increase the atmosphere
and earth’s surface will undergo. Figure 4.4 shows the evolution of the average global surface
(atmospheric) temperature. Our calculations show that a constant carbon tax of 50$/tC and a
substitutability assumed to be 6=4 might stabilize carbon concentrations around 470 ppmv dur-
ing the entire 21* century, and beyond. This would typically be consistent with attempts to let
the global average surface temperature not increase by more than 2 °C. While the central 50$/tC
tax scenario constrains the temperature increase below 2 °C during the 21% century, the tem-
perature is clearly increasing by 2100, so that, in the 22™ century, the temperature increase will
exceed 2 *Celsius.
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Figure 4.4 Global average atmospheric temperature change, relative to pre-industrial levels,
Jor BaU and 508/tC carbon tax and different o
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5. CONCLUSIONS

If in the future substantial emission reductions are aimed at, a radical transition from fossil fuels
towards carbon-free energy technologies will be a necessary element of environmental policy.
Such a transition can only be successful if production costs decrease significantly, allowing the
new technologies to become competitive with the existing carbon-rich technologies. The pur-
pose of this paper is to fill a gap in the current IAM literature, by employing a CGE model
(DEMETER), which includes technological change as an endogenous process (based on learn-
ing-by-doing), as well as niche markets for new carbon-free energy technologies. With this
model, we have analysed the effects of different carbon taxes on emission levels. Numerical
simulations with DEMETER suggest that including both niche markets and endogenous techno-
logical progress implies that carbon taxes can be substantially lower to meet given carbon con-
straints - in the form of emission stabilisation targets or atmospheric concentration targets - than
those that have been suggested so far in the literature. With realistic assumptions on GDP
growth, population growth, autonomous energy efficiency improvement and decarbonisation,
and with an elasticity of substitution between fossil and non-fossil energy equal to 3, a tax level
of 50$/tC could achieve an almost constant emission level throughout the 21 century.

We have investigated the robustness of our results under changes in our assumptions on the ex-
istence of niche markets. It appears that niche markets can alter considerably the outcomes of
policy analyses regarding the taxes required for combating global warming. Indeed, conven-
tional IAMs generally come up with high levels of carbon taxes to mitigate climate change, but
usually neglect the impact niche markets can have on the energy system. Our results crucially
depend on the elasticity of substitution between the fossil-fuel technology and the carbon-free
technology, and on the fact that the existence of niche markets ‘automatically’ leads to substan-
tially increasing market shares. Overall, our results make clear that a higher elasticity of substi-
tution drives up the emission reductions that can be achieved for a given carbon tax. Since lim-
ited empirical evidence is available that could substantiate the choice of the proper value that
ought to be taken for the elasticity of substitution, there is no clear answer to the question what
tax level is necessary to attain for a certain emission target policy. Given the sensitivity of the
results to this elasticity, we advocate that empirical research is undertaken to determine the val-
ues of energy substitutability levels in niche markets. More knowledge on these values would
give means to evaluate the DEMETER results regarding the diffusion of non-fossil energy tech-
nologies, and the climate change merits of such a technology diffusion.

We are aware of some of the limitations of our calculations. First, simulated paths of a number
of central variables highly depend on the choice for the various parameters, for which we have
only limited empirical data. We have often needed to estimate their value. This especially holds
for the elasticities of substitution that drive the results. No long time series (100 years) are
available to support assumptions on constant or changing elasticities over such a time horizon.
Second, the model includes endogenous technical change in a stylised way as depending on cu-
mulative experience. R&D expenditures, be it public or private, are not included as factor. With
other references in the literature (such as Buonnano et al., 2001, and Buonnano et al., 2003) as
starting point, we still plan to do so. We also do not model technical progress in relation to re-
source depletion. Bearing in mind the above observations we still think that the main results
stand, independently of this parameter choice. This is especially true for two of our results.
First, the further development of new energy technologies that replace conventional fossil-fuel
based energy technologies is of crucial importance when aiming at substantial emission reduc-
tions. Second, the level of carbon taxes required to implement a significant transition towards
new technologies may not be as high as most models suggest, notably those that do not distin-
guish various technologies, or those that abstract from niche markets in which a particular tech-
nology possesses a relative advantage.
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APPENDIX 1 FIRST ORDER CONDITIONS FOR PROFIT
MAXIMIZATION

The final good producer
Maximizing net g)roﬁts (4), subject to the constramts (5)-(12) yields the following first order
conditions for ¥,~, ¥,/ (j=F\N), L, , Em,, Z I L,E ,Y/ :

Ao=(1-8)B A, + (¥%) (25)
L/ =(1-8)B,f/, +u/ (Y ,j=F.N) (26)
W/ = (1= 8)B, W/, +w/ (L) 27)

=%, -(1-8)B, T, (Em,) (28)
0, =x"§ (A)H I NZ, 17T (Z) (29)
1=B,6,,,0Z,,, /1] (1) (30)
WL =(1-a)8,Z,,, (L) (31)
L =k (ADHTVE, 177 (E,) (32)
N/ +e/% =%, (X /E)"° (Y, j=F) 33)
N/ =%,/ 1E)"° (Y, j=N) (34)

where the variables associated with the first order conditions are given between brackets, 7N\, is
the shadow price for Y, , , that is the Lagrange variable for (9), which is the same as the La—
grange variable for (5), Ltt] is the shadow price forY 7', and the Lagrange variable for (10), W,

is the shadow price for L, , and the Lagrange varlable for (11), T, is the shadow price for Em,
and the Lagrange variable for (12), which has the same value as the Lagrange variable for (8),
0, is the shadow price for the labour/capital composite Z, and the Lagrange variable for (6),
X, is the shadow price for the energy composite £, and the Lagrange variable for (7).

Energy producers
Using an auxiliary variable Q,j we can rewrite (14), (15), (17) and (18) as:

WY =0/ (9.5 J=F.N) (35)
Jo=alll, (.5 J=F.N) (36)
0/ =b'M/ (My.i: J=F.N) (37

The energy producers maximize net proﬁts (13) subject to (10) (16), (35), (36), and (37). Cal-

culating the first order conditions for Y,f , Y, 0/, l ,»and M; Jwe find (26) and
if =hof (¥/.j=F.N) (38)
¢/ =C/ +n/ (9/.j=F.N) (39)
&/ =b'n/ (M/.j=F.N) (40)
1=a’B,{], (1],.j=F.N) (41
& =(1-8)B,&/, +1 (M{,j=F,N) (42)
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respectively, where [I/ _is the shadow price for Zj , and the Lagrange variable for (10), ¢/ is
the shadow price of O/ and the Lagrange variable of (35), {/ and m; are the Lagrange vari-
ables of (36), and (37), and &/ is the shadow price of M; and the Lagrange variable of (16).
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APPENDIX 2 FULL SPECIFICATION OF EQUILIBRIUM
EQUATIONS AND VARIABLES

We can now characterise the equilibrium by its variables, its equations and its first order condi-
tions. The endogenous variables are C,, Yt , th, Y’ (/=F.N), Y,/ (j=F,N), L, Lt , Em,, Emt,
Z IC I, (j=F.N), E, , 0/, , M/, and h/ for endogenous technology. Prices are p/
for the two energy sources, and w, for labour The price deflator is f,, and shadow prices are A,
for Y, §/ for Y/, W, for I,, %, for Em,, ©, for Z,, %, for E, , ¢! for 9/, &/ for
M J and ¢/ and m/ are the Lagrange variables of (36), and (37). The final good commodity
balance is given by (1). The welfare level is defined by the welfare function (2) and consumer
behaviour by the first order condition (3). Production of the final good is defined by production
identities (5)-(12), and the first order conditions (25)-(34). Energy production is defined by pro-
duction identities (16), (35), (36), and (37), and the first order conditions (38)-(42). Endogenous
technological change is defined by (19) and (20). Finally, climate change is defined by (22) and
(23).

As we have a vintage model, the flows one period before the first period, that is in period /=0,
determine the flows of the old vintage in period =1, and are exogenous to the model:
YOC v OC v (f v é\/ M (f M év , X IF and X lN have to be specified as input (or initiation) parame-
ters at the start of the model simulation, as they result from investment decisions before period
=1.

For computational efficiency, we leave various variables out of the equilibrium, and calculate
these variable in advance (ex-ante), or afterwards (ex-post). For example, labour is supplied ine-
lastically, and is assumed to increase proportionally with population levels. The labour flow
available for each new vintage Z, can, ex-ante, be calculated by (11). Consequently, we can
leave the first order conditions for L, and Z, , (27) and (31), out of the model, and calculate w,j
and #; afterwards, when required. The technology variable 4’ is calculated afterwards by
(20). That is, the equation is left out of the equilibrium equation set, and (35) and (38) are re-

written as:
G/ (X7, -G’ (x}) =0/ (9/.j=F.N) (43)
Ny =¢/0/ (Y,/,j=F.N) (44)

respectively, where for notational convenience, we use the primitive of g’(.), the function G/(.)
that is given by:"

G/ (X)=c/ X" +x (45)

The variable Y/ and its price u/ (j=F,N) are also calculated afterwards omitting equation

(10) and (26) out of the equilibrium equation set. This brings us to the full list of equilibrium
equations:

' The function g/(.) is the first derivative of G/(.).
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Welfare:
W=31+p)" L, In(C, /L)
=1

Production and consumption:

C,+IF+1F +1) + M/ + M) =1f

7S =1-8r5 +7,°

C = (A Z) T 4 (A2E,HDyraD

Z, =(IE)“(L)"™

E — (()7[:)(0'—])/0' + (ZN)(O'—])/O')G/(O'—])

th+1 = Xf +Yf
G/ (X}, -G/(x{) =0/
o] =a’l/,
o/ =b’M]
M/ =A=&M/, + M/
& =(1-8)B,E, +1
First order conditions:
p: = (C: /Lt)/((HP)(C #1/Liv1))
A =<1 BB Ao +
- Tt (1 S)BtTHI
0, =>~%(A,)”“W(Z, AN
1= [3[6”10(7”1 /Itc
Ko = (4D TE, 17T
i/ +e/%, =%,/ 1E)7°
jYJ _(Pz Ql
¢/ =57 +n/
/ =b’n]
1= ]B Cat+]

Emissions and climate change:
Em, =Y
Em, =(1-8)Em, , + Em,

Atm,, =(1=8")Atm, +n(Em, + Em,)
Temp,,, =(1-8" YTemp, +8"T 21n(Atmt / Atmyy)

28

(A)

(A)

(8,)

(%)

(=F.N)
(¢/.j=F.N
(&.is J=F.N)
My.s J=F,N)
(&;.is J=F.N)
(M} .j=F.N)

(r5)

(Emy)

(Z,)

(1)

(E,)

(Y ;j=F)
(Y/,j=F.N)
(Q/.j=F.N)
(M].j=F.N)
(I/,,j=F.N)

(7,)
(7))
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