ISSN: 2321-7782 (Online)
Volume 3, Issue 5, May 2015

International Journal of Advance Research in

Computer Science and Management Studies

Research Article / Survey Paper / Case Study
Available online at: www.ijarcsms.com

An Overview of Classification in AD HOC Routing Protocols

Dr. G. Samuel Vara Prasad Raju* K S R Murthy?
Professor Research scholar
Andhra University CSSE, Andhra University College of Engineering
AP, India AP, India

Abstract: In this paper, we identified some of the important design issues of routing protocols for sensor networks and also
compared and contrasted the existing routing protocols. As our study expose, it is not possible to design a routing algorithm
which will have good performance under all scenarios and for all mobile ad-hoc network applications. Routing protocols
have been proposed for sensor networks, many issues still remain to be addressed. This work is an attempt towards a
comprehensive performance evaluation of three commonly used mobile ad hoc routing protocols (AODV, DSR, and TORA).

Over the past years, new standards have been introduced to enhance the capabilities of ad hoc routing protocols.
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. INTRODUCTION TO ROUTING PROTOCOL

A MANET environment is characterized by nodes (Mobile Hosts), bandwidth-constraints, variable-capacity wireless links
and dynamic topology, leading to frequent and unpredictable connectivity changes. Therefore, traditional link- state and
distance vector routing algorithms (Designed and fine-tuned under the assumption of a fixed and wired network) are not
effective in this environment [28].
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The network layer is responsible for all of the aspects of end-to-end packet delivery, including logical message addressing
and routing packets between different networks. The main goal of a routing strategy is to efficiently deliver data all the way
from the source to the destination.

Routing in a MANET depends on many factors including topology, selection of routers, and location of request initiator,
and specific underlying characteristics that could serve as a heuristic in finding the path quickly and efficiently. The routing
strategy has a significant impact on the performance of Ad hoc networks, especially since the nodes act as routers. First, routing
protocols for Ad hoc networks have to be robust to the unreliable wireless links in Ad hoc networks, which are due to
interference variations and mobility. Second, node mobility introduces another degree of complexity over wired or
infrastructure networks, especially because of the lack of a central network controller. Third, energy awareness is crucial in Ad
hoc network routing protocols. Because the nodes also act as routers in Ad hoc networks, energy depletion of some nodes could
mean loss of connectivity in the network. A characterizing feature of routing protocols is the manner in which they disseminate
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routing state among the nodes. The topology of a routing protocol also impacts performance related to energy efficiency, delay,
and throughput.

I1. MANET NETWORK ROUTING CHALLENGES

Routing in MANETS is more challenging than routing in traditional, wired networks. The factors responsible for are as

follows-
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+«+ The mobile devices are usually resource-constrained and have limited wireless transmission range.

«» Unlike traditional networks, the mobile devices must rely on the broadcast nature of the wireless medium. Issues like

hidden terminal problem makes routing more complex.

«  Generally wireless transmission medium is lesser as compared to its wired counterpart. As a result, the routing

protocols must consider higher packet losses due to transmission errors.

++ The mobile devices can change their locations while the message is being sent. In high-mobility environments, routing
mechanisms are often subjected to additional overheads to fall out of supporting mobility is that, nodes which were
formerly sending/receiving packets, move out of transmission coverage and attributing to mobility-induced packet
losses.

<+ Battery constraints [57] as often the devices used are cellular phones or PDAs which can only run for a matter of hours

and their battery must be preserved as much as possible.

«  We must also account for potentially frequent network partitions. This might imply that simply no path exists from a

mobile node to another as the intermediate routing stations have moved too far apart.

¢+ The security aspects are of paramount importance [30-33]. The broadcast nature of wireless networks lends itself to
passive eavesdropping attacks without malicious nodes being detected. By exploiting the specific aspects of wireless

routing protocols being used, more damaging attacks are possible [34-36].

Reason to Analyze Existing MANET Routing Protocols [35, 37]

In Ad hoc networks, we need to analyze existing routing protocols to find new routing protocols because of the following

reasons:

» Nodes in Ad hoc networks are mobile and topology of interconnections between them may be quite dynamic.
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Existing protocols exhibit least desirable behavior when presented with a highly dynamic interconnection topology.

Existing routing protocols place too heavy computational burden on each mobile computer in terms of the memory-

Size, processing power and power consumption.

Existing routing protocols are not designed for dynamic and self starting behavior as required by users wishing to

utilize Ad hoc networks.

Existing routing protocols like Distance Vector Protocol take a lot of time for convergence upon the failure of a link,

which is very frequent in Ad hoc networks.

Existing routing protocols suffer from looping problems either short lived or long lived. Methods adopted to solve

looping problems in traditional routing protocols may not be applicable to Ad hoc networks.

Most of the existing protocols use unipath routing. The new protocol must involve multiple paths between source and
destination because when a path breaks an alternate path is used instead of initiating a new route discovery and

multipath routing also achieves load balancing and is more resilient to route failures.

Table : Classification of Routing Protocols

Classification Criteria used
Pre-Computed Routing Vs. On-Demand | Depending on when the route is computed
Routing
Periodical Update vs. Event-Driven Up- | Based on when the routing information
Date will be disseminated
Flat Structure vs. Hierarchical Structure | Based on the number of levels (clusters)

used
Decentralized Computation vs. Distributed| Based on how (or where) a route is
Computation computed
Source Routing Vs, Hop-By-Hop Routing | Based on routing information available in
packet header
Single Path (unipath) Vs. Multiple Paths | Based on number of paths established
(multipath)

I11. FEATURE DESIRED FOR A ROUTING PROTOCOL IN AD HOC NETWORKS
he protocols to be used in the Ad hoc networks should have the following features [65-67]
The protocol should adapt quickly to topology changes.
The protocol should provide loop free routing.

The protocol should provide multiple routes from the source to destination and this would solve the problems of

congestion to some extent.

The protocol should have minimal control message overhead due to exchange of routing information when topology

changes occur.

The protocol should allow for quick establishment of routes so that they can be used before they become invalid.

CLASSIFICATION OF ROUTING PROTOCOLS

There are different criteria [68] for designing and classifying routing protocols for wireless Ad hoc networks as shown in

table below.

Existed Pre-Computed Routing Vs. On-Demand Routing [62]

Depending on when the route is computed, routing protocols can be divided into two categories: Pre-computed routing and

On-demand routing. Pre-computed routing is also called proactive routing or table driven routing [32]. In Proactive routing,

routes to all destinations are computed a priori and link states are maintained in node’s routing tables in order to compute routes
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in advance. In order to keep the information up to date, nodes need to update their information periodically. The main advantage
of proactive routing is when a source needs to send packets to a destination, the route is already available, i.e., and there is no
latency. The disadvantages of proactive routing are some routes may never be used and dissemination of routing information
will consume a lot of the scarce wireless network bandwidth when the link state and network topology change fast. (This is
especially true in a wireless Ad hoc network).
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On-demand routing is also called reactive routing. In Reactive (on-demand) routing, protocols update routing information
when a routing requirement is presented i.e. a route is built only when required. The main advantage reactive routing is that the
precious bandwidth of wireless Ad hoc networks is greatly saved. And the main disadvantage is if the topology of networks
changes rapidly, a lot of update packets will be generated and disseminated over the network, which will use lot of precious

bandwidth, and furthermore, may cause too much fluctuation of routes.

Periodical Update Vs Event-Driven Update [62]

Routing information needs to be disseminated to network nodes in order to ensure that the knowledge of link state and
network topology remains up-to-date. Based on when the routing information will be disseminated, we can classify routing
protocols as periodical update and event-driven update protocols. Periodical update protocols disseminate routing information
periodically. Periodical updates will maintain network stability, and most importantly, enable (new) nodes to learn about the
topology and the state of the network. However if the period between updates is large, the protocol may not keep the
information up-to-date. On the other hand, if the period is small, too many routing packets will be disseminated which
consumes the precious bandwidth of a wireless network. In an event-driven update protocol, when events occur, (such as when
a link fails or a new link appears), an update packet will be broadcast and the up-to-date status can be disseminated over the
network soon. The problem might be that if the topology of networks changes rapidly, a lot of update packets will be generated
and disseminated over the network, which will use a lot of precious bandwidth, and furthermore, may cause too much

fluctuation of routes. One solution [69, 70] is to use some threshold which imposes maximum limit to update packets .

Flat Structure Vs. Hierarchical Structure

In a flat structure, all nodes in a network are at the same level and have the same routing functionality. Flat routing is
simple and efficient for small networks. The problem is that when a network becomes large, the volume of routing information
will be large and it will take a long time for routing information to arrive at remote nodes. For large networks, hierarchical
(cluster-based) routing may be used to solve the above problems [69, 71]. In hierarchical routing the nodes in the network are
dynamically organized into partitions called clusters, and then the clusters are aggregated again into larger partitions called
super clusters and so on. Organizing a network into clusters help to maintain a relatively stable network topology. The high
dynamics of membership and network topology is limited within clusters. Only stable and high level information such as the
cluster level or the super cluster level will be propagated across a long distance, thus the control traffic (or routing overhead)
may be largely reduced [26, 69]. Within a cluster, the nodes may have complete topology information about its cluster and
proactive routing may be used. If the destination is in a different cluster from the source, inter cluster routing must be used. Inter
cluster routing is generally reactive, or a combination of proactive and reactive routing [72]. Similar to cellular structure in
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cellular systems, a hierarchical cluster is readily deployable to achieve some kind of resource reuse such as frequency reuse and

code reuse [73] and interference can be reduced when using different spreading codes across clusters.
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MANET Decentralized Computation Vs. Distributed Computation

Based on how (or where) a route is computed, there are two categories of routing protocols: decentralized computation and
distributed computation. In a decentralized computation-based protocol, every node in the network maintains global and
complete information about the network topology such that the node can compute the route to a destination itself when desired.
The route computation in LSR is a typical example of decentralized computation. In a distributed computation-based protocol,
every node in the network only maintains partial and local information about the network topology. When a route needs to be
computed, many nodes collaborate to compute the route. The route computation in DVR and the route discovery in on demand

routing belong to this category

MANET Source Routing Vs. Hop-by-Hop Routing [45]

Some routing protocols place the entire route (i.e., nodes in the route) in the headers of data packets so that the intermediate
nodes only forward these packets according to the route in the header. Such a routing is called “source routing”. Source routing
has the advantage that intermediate nodes do not need to maintain up-to-date routing information in order to route the packets
they forward, since the packets themselves already contain all the routing decisions. This fact, when coupled with on demand
route computation, eliminates the need for the periodic route advertisement and neighbor detection packets required in other
kinds of protocols [51]. The major problem with source routing is that when the network is large and the route is long, placing

the entire route in the header of every packet will waste a lot of scarce bandwidth.

In a hop-by-hop routing, the route to a destination is distributed in the “next hop” of the nodes along the route. When a
node receives a packet to a destination, it forwards the packet to the next hop corresponding to the destination. The problems are

that all nodes need to maintain routing information and there may be a possibility of forming a routing loop.
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Single Path (unipath) Vs. Multiple Paths (multipath)
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Some routing protocols will find a single route from a source to a destination, which results in simple protocol and saves
storage. Other routing protocols will find multiple routes, which have the advantages of easy recovery from a route failure and
being more reliable and robust. Single path routing protocols have been extensively discussed and examined in the past [46, 47].
A more recent research topic for MANETS is multipath routing protocols. Multipath routing protocols establish multiple disjoint
paths from a source to a destination and are thereby improving resilience to network failures and allow for network load
balancing. These effects are particularly interesting in networks with high node density (and the corresponding larger choice of

disjoint paths) and high network load (due to the ability to load balance the traffic around congested networks).

| Ad hoc Routing Protocols I

| 1
| On Demand Protocols |

| |
1 1
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Table Driven Protocols

19

Fig : Classification of Routing Protocols

IV. OVERVIEW OF THE ROUTING PROTOCOL
In this section we discuss the two different route disseminate strategies that Ad hoc network routing protocols adopt viz.
(1) Table Driven (Proactive)
(2) On demand (Reactive) as depicted in Fig

Proactive (Table Driven) Routing Protocols

In Table-driven routing protocols [48] each node maintains one or more tables containing routing information to every
other node in the network. All nodes update these tables periodically so as to maintain a consistent and up-to-date view of the
network. When the network topology changes the nodes propagate update messages throughout the network in order to maintain
consistent and up to date routing information about the whole network. These routing protocols differ in the method by which

the topology change information is distributed across the network and the number of necessary routing-related tables.

Destination Sequenced Distance Vector routing (DSDV) [10,49]

DSDV is an adaptation of a conventional routing protocol to Ad hoc networks. DSDV is based on the Bellman-Ford

algorithm for shortest paths [8]. Consequently

DSDV only makes use of bi-directional links.
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Topology and routing table as shown in Fig. table2 illustrates the operation of DSDV. Every node maintains the next hop
and distance information to all other nodes in the network. In order to maintain table consistency, DSDV periodically transmits
routing table updates. Here each table must contain the destination node address, the minimum number of hops to that

destination (metric) and the next hop in the direction of that destination.

characteristic SEMVETS broadband ramdom
paths probed are 1,138 1,536
vantage points BT &7 a7
Failure events 1,488 7580 10818
failed paths 294 a99 1.385
failed links 337 1,052 1,455
clazsifiable fallure events 452 5723 7.024
last-hop 151 [16%) | 3,406 (S0%) 2.568 (37%)
non-last-hop B11 {84%) 2.7 [(40%) 4 456 (623%)
unclassifiable failure events 524 1,837 3,585

The tables in DSDV also have an entry for sequence numbers for every destination. These sequence numbers form an
important part of DSDV as they guarantee that the nodes can distinguish between istale and new routes. Here the value of the
sequence number is incremented only by the node the sequence number is associated with. Thus, these increasing sequence
numbers here emulate a logical clock. [If a node receives two updates from the same source, then the receiving node makes a
decision as to which update is to be incorporated in its routing table based on the sequence number]. A higher sequence number
denotes a more recent update sent out by the source node. Therefore it can update its routing table with more actual information
and hence avoid route loops or false routes. DSDV determines the topology information and the route information by
exchanging these routing tables, which each node maintains. The nodes here exchange routing updates whenever a node detects
a change in topology. When a node receives an update packet, it checks the sequence number in the packet and process the
packet as shown in packet process algorithm 4.1 In case of broken link, a cost of 7] metric with a new sequence number
(incremented) is assigned to it to ensure that the sequence number of the metric is always greater than or equal to the sequence
number of that node. The updates sent out in this case, by nodes resulting from a change, can be of two types that is either a full
update or a partial update. In case of full updates, the complete routing table is sent out and in case of a partial updates only the

changes since last full update are sent out.

1. If the new packet has higher sequence number, the node chooses the route with the higher sequence number and discards
the old sequence number. If the sequence number of the incoming packet is identical to one that the receiving node has

already in its routing table, then the route with the least cost is chosen.
2. All the metrics chosen from the new routing information are incremented.

3. This process continues until all the nodes are updated. If there are duplicate updated packets, the node considers keeping

the one with least cost metric and discards the rest.

Global State Routing (GSR) [50, 51]

Global State Routing (GSR) is similar to DSDV, with changes to reduce the overhead, which normal DSDV would incur
with increasing network sizes. This protocol is based on Link State routing [25], which has the advantage of routing accuracy.
Each node maintains a neighbor list, a topology table, a next hop table and a distance table. The neighbor list contains the list of
nodes adjacent to the node. The topology table contains the link state information reported by a destination and a timestamp
indicating the time at which this is generated. The next hop table and the distance table contain the next hop and the distance of
the shortest path for each destination respectively. Initially, each node learns about its neighbors and the distance of the link to it
(generally hop count equals one) and broadcasts this information to its neighbors. Upon receiving the link state message from its

neighbors, each node updates the link state information corresponding to that neighbor in the topology table to the most up
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to date information. Then the node rebuilds the routing table based on newly computed topology table and broadcasts it to its
neighbors. The routing table information is exchanged periodically with the neighbors only. GSR is suitable for a mobile
environment where mobility is high and bandwidth is high. The drawbacks of GSR are the large size of the routing message,

which consumes considerable bandwidth and the latency of the link state change propagation, which depends on update period.

Wireless Routing Protocol (WRP) [ 51]

WRP is another protocol based on distributed Bellman-Ford algorithm (DBF). It substantially reduces the number of cases
in which routing loops (count-to-infinity problem) can occur. It utilizes information regarding the length and second-to-last hop
(predecessor) of the shortest path to each destination Each node maintains a distance table, a routing table, a link-cost table and
a message retransmission list. The distance table of a node contains tuples <destination, next hop, distance, predecessor (as
reported by next hop) > for each destination and each neighbor. The routing table of a node contains tuples <destination, next
hop, distance, predecessor, and marker for each known destination where marker specifies whether the entry corresponds to a
simple path, a loop or a destination that has not been marked. The link-cost table contains the cost of the link to each neighbor
and the number of periodic update periods elapsed since the node received any error-free message from it. The message
transmission list (MRL) contains sequence number of update message, retransmission counter, and acknowledgement required
flag vector with one entry per neighbor, and a list of updates sent in the update message. It records which updates of an update

message have to be retransmitted and which neighbors should be requested to acknowledge such retransmission.

This avoids count-to-infinity problem by forcing each node to check consistency of predecessor information reported by all
its neighbors. When a link fails or a link-cost changes, the node re-computes the distances and predecessors to all affected

destinations, and sends to all its neighbors an update message for all destinations whose distance or predecessor have changed.
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Hierarchical State Routing (HSR) employs a multilevel clustering and logical partitioning scheme. The network is
partitioned into clusters and a cluster-head is elected as in a cluster-based algorithm. Cluster heads again organize themselves
into clusters up to any desired clustering level as shown in above table. Within a cluster, nodes broadcast their link information
to one another. A cluster head summarizes its cluster information and sends it to neighboring clusters through a gateway node.
A gateway node is one, which is adjacent to one or more cluster heads. Here cluster heads are members of a higher- level
cluster. At each level, summarization and link information exchanges are performed. The way the information is exchanged in
this hierarchy is, first information is collected among the nodes forming the base level cluster, it is then passed on to the cluster
head which In turn passes to its next hierarchical cluster head and from there on the information is disseminated into other
cluster heads and thus the information traverses down the hierarchy. Here each node has a hierarchical address, which may be

obtained by assigning numbers from the top root to the bottom node.

But as a gateway can be reached from the root from more than one path, so a gateway can have more than one hierarchical

address. Also, each subnet contains a location management server (LMS). All nodes in the subnet are registered with the local
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LMS. LMS has to inform upper levels, and upper level information comes to local LMS server. When two nodes wish to
communicate, they send their initial data to the LMS, and the LMS then forwards it to the destination. But if the source and
destination know each other’s hierarchical addresses, they communicate directly. The protocol is highly adaptive to network

changes.

The cluster head can monitor all the traffic within the cluster and provide QoS service to real time applications simply by
appending bandwidth and channel quality information to the link state information. The control traffic in HSR can be
comparable to that of in on-demand protocols. The latency for access to non frequently used destinations is low. But, the
average number of hops the packets takes, protocol complexity, packets dropped because of invalid routes is more in HSR when

compared to that of in on-demand protocols.

Clustered Gateway Switch Routing protocol (CGSR) [55]

In this protocol, nodes are aggregated into clusters controlled by a cluster head elected using a distributed algorithm as
shown in Fig 4.5. All nodes within the transmission range of the cluster-head belong to this cluster. CGSR uses a Least Cluster
Chance (LCC) clustering algorithm in which a cluster-head chance occurs only when two cluster-heads come into one cluster or
one of the nodes moves out of the range of all the cluster heads. Also, more priority is given to cluster heads during channel
allocation to maximize channel utilization and minimize delay. The general algorithm is based on DSDV algorithm [10]. Each
node maintains two tables, namely, a cluster member table which records the cluster head for each destination node and routing
table which contains the next hop to the destination. The cluster member table is broadcasted periodically. A node will update
its cluster member table when it receives a new one from its neighbors using sequence numbers as in DSDV. To route a packet
to a destination, the node first selects the shortest (minimal hop) cluster-head corresponding to the destination from the cluster
member table and routing table and then transmits the packet to the next hop according to the routing table entry corresponding
to that cluster head. The general algorithm can be improved to route packets alternatively between cluster heads and gateways
as shown in Fig below. A gateway is a node, which belongs to more than one cluster. First, the source sends the packet to its
cluster head. Then, the packet gets forwarded to the gateway node that connects this cluster-head and the next cluster-head en
route destination. The gateway sends it to that cluster head and so on till the packet reaches the destination cluster head, which
then transmits the packet to the destination. Also, heuristic token scheduling and gateway code scheduling speed packets
delivery along multi-hop paths and path reservation makes token scheduling and code scheduling more efficient, thus being

capable of transmitting multimedia traffic.

Clustering provides framework for the development of important features such as code separation (among clusters),
effective channel allocation and spatial reuse, routing and bandwidth allocation. But the selection of the cluster heads may cause
complexity and overhead, thus degrading performance. Also, there are traffic bottleneck and single point failures at the cluster

heads and gateways.

On-Demand Routing Protocols

The main motivation of the designing of on-demand routing protocols is to reduce the routing overhead in order to save
bandwidth in Ad hoc networks. On-demand routing protocols execute the path finding process and exchange routing
information only when there is a requirement by the station to initialize a transmission to some destination. On-demand routing

protocols can be again classified as unipath (single path) on demand protocols and multipath on-demand protocols [57, 58].

Unipath On Demand Routing Protocols

Most currently proposed routing protocols for Ad hoc networks are unipath routing protocols. In unipath routing, only a
single route is used between a source and destination node. Two of the most widely used on-demand protocols are the Dynamic
Source Routing (DSR) and the Ad hoc On-demand Distance Vector (AODV) protocols. An example of route discovery in a
unipath Ad hoc network is shown in DSR Fig.
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Dynamic Source Routing (DSR) [14, 57-62]

Dynamic source routing is a Source routed On-Demand routing protocol in Ad hoc networks. It uses Source Routing, which
is a technique in which the sender of a packet determines the complete sequence of nodes through which the packets have to be

traveled to reach destination.

The sender of the packet explicitly mentions the list of all nodes in the packet’s header, identifying each forwarding ‘hop’
by the address of the next node to which to transmit the packet on its way to destination host. In this protocol the nodes don’t
need to exchange the Routing table information periodically and thus reduces the bandwidth overhead in the network. Each
Mobile node participating in the protocol maintains a ‘routing cache’, which contains the list of routes that the node has learnt.

Whenever the node finds a new route it adds the new route in its ‘routing cache’.

|:> Route Query ‘ Data

Route Reply [i} Route Ermor

Each mobile node also maintains a sequence counter ‘request id’ to uniquely identify the requests generated by a mobile

host. The pair <source address, request id > uniquely identifies any request in the Ad hoc network.

The protocol does not need transmissions between hosts to work in bi-direction. The main phases in the protocol are Route

Discovery process and Route Maintenance process.

Route Discovery:

Route discovery allows any host to dynamically discover the route to any destination in the Ad hoc network. In DSR, a source
initiates a route discovery process when the source wants to send a packet to a destination to which it doesn’t have a valid
route. The Source, if has the valid route in its routing cache then it uses it otherwise it sends a route request packet by
broadcasting it to the neighbors. The route request packet contains the source address; request id and a route record in which
the sequence of hops traversed by the request packet before reaching the destination are noted down.. The route request travels
the Ad hoc network until it reaches the destination node. Any node forwards the route reply packet by using a route in its route
cache if it has one for the initiator node or by using the node reverses the route in the reply packet to which node it need to send

the reply packet.

1. It checks to see if it has the pair <initiators address, request id> in its list of recently seen requests if so discards the packet.
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2. Otherwise, if this host’s address is already present in the route record of the request packet then it discards the packet. This

eliminates the looping problem.

3. Otherwise, if the destination the source is looking for matches with its address then it sends the route reply packet to the

initiator containing the list of nodes the request packet has traversed before it reached the destination.
4. Otherwise, it appends its own address to the route request packet and rebroadcasts it.

Route maintenance:

It is performed when there is an error with an active route. When a node that is part of some route detects that it cannot send
packets to next hop, it will create a Route Error message and send it to the initiator of data packets. The Route Error message
contains the addresses of the node that sent the packet and of the next hop that is unreachable. When the Route Error message
reaches the initiator, the initiator removes all routes from its route cache that have address of the node in error. It then initiates
route discovery for a new route if needed. The advantage of DSR is reduced overhead and is able to react very quickly to
changes in the network. Route caching is the mechanism used in route discovery phase, which further reduces route discovery

overhead. The disadvantage of DSR is packet header size grows with route length.

Ad hoc On-Demand Distance Vector (AODV) [15-17, 63]

Step 1
The source brodcasts
a query packet

Source

Step 2
The destination returns
an update packet.

Destination

Step 3
The update packst s broadcast
back through the network, and
node hel ghts are set accordingly.

Step 4
The network converges
with a directed graph.

Table  Structure of Routing Table Entries for AODV

Destination

Sequence number

Hop count

Next hop

Expiration timeout

AODV combines the use of destination sequence numbers in DSDV with the on-demand route discovery technique in DSR
to formulate a loop-free, on-demand, single path, distance vector protocol. Unlike DSR, which uses source routing, AODV is
based on hop-by-hop routing approach. Each node maintains a routing table, which contains a destination address, sequence
number of destination; hop count (number of hops to reach the destination), and next hop to reach the destination and expiration

timeout.
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Route Discovery:

In AODV, a sender first broadcasts a Route Request Packet (RREQ) with the sender’s id and a unique destination
sequence number to all its neighbors. All neighbors that receive the RREQ rebroadcast it. Neighbors also store the neighbor’s id
from which they received the RREQ, which represents the reverse path to the destination. Any node that has already processed
this RREQ discards any duplicate RREQs. If a valid route to the destination is available, then the intermediate node generates a
RREP, else the RREQ is rebroadcast. Duplicate copies of the RREQ packet received at any node are discarded. Finally, when
the destination node receives a RREQ, it sends a RREP, which eventually reaches the original sender through the reverse path
links. The sender then proceeds with data transmission. Nodes in AODV maintain only next hop routing state, which provides
AODV with a high degree of scalability

Route maintenance:

Route maintenance is done using route error (RERR) packets. When a link failure is detected (by a link layer feedback, for
example), a RERR is sent back via separately maintained predecessor links to all sources using that failed link. Routes are
erased by the RERR along its way. When a traffic source receives a RERR, it initiates a new route discovery if the route is still
needed. Unused routes in the routing table are expired using a timer-based technique. Sequence Numbers and Loop Freedom-
Sequence numbers in AODV play a key role in ensuring loop freedom. Every node maintains a monotonically increasing
sequence number for itself. It also maintains the highest known sequence numbers for each destination in the routing table
(called “destination sequence numbers”). Destination sequence numbers are tagged on all routing messages, thus providing a
mechanism to determine the relative freshness of two pieces of routing information generated by two different nodes for the
same destination. The AODV protocol maintains an invariant that destination sequence numbers monotonically increase along a
valid route, thus preventing routing loops. AODV route update rule is given in A node can receive a routing update via a RREQ
or RREP packet either forming or updating a reverse or forward path. Routing updates received via a RREQ or RREP are
referred as “route advertisements.” The update rule in algorithm 4.3 is invoked upon receiving a route advertisement. Hop-by-
Hop routing in AODV eliminates the need for a source route in each data packet, which reduces the byte overhead of the

protocol.

Route Discovery:

Route discovery consists of finding multiple routes between a source and destination node. Multipath routing protocols can
attempt to find node disjoint, link disjoint, or non-disjoint routes. Node disjoint routes [93-95], also known as totally disjoint
routes, have no nodes or links in common. Link disjoint routes have no links in common, but may have nodes in common. Non-

disjoint routes can have nodes common and are therefore non-disjoint.

Traffic Allocation -:

Once the source node has selected a set of paths to the destination, it can begin sending data to the destination along the
paths. The traffic allocation strategy used deals with how the data is distributed amongst the paths. The choice of allocation
granularity is important in traffic allocation. The allocation granularity specifies the smallest unit of information allocated to
each path. For instance, per-connection granularity would allocate all traffic for one connection to a single path. Per-packet
granularity would distribute the packets from multiple connections amongst the paths. Per-packet granularity results in the best

performance [84]. This is because it allows for finer control over the network resources.

Split Multipath Routing (SMR) [102, 103]

It is a multipath version of DSR. Unlike many prior multipath routing protocols, which keep multiple paths as backup
routes, SMR is designed to utilize multipath concurrently by splitting traffic onto two maximally disjoint routes. Two routes

said to be maximally disjoint if the number of common links is minimum. SMR uses one route discovery process to accumulate
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as many as possible routes to the destination node. This route discovery process runs in the same way as in DSR. However,
there are more steps involved in processing RREQ packets at intermediate and destination nodes. If an intermediate node
receives a RREQ packet, it adds its own address and rebroadcasts the RREQ packet. Whenever an intermediate node receives
another RREQ from the same source node and with the same request id, i.e. a duplicated RREQ, the node checks the following
two things. First, the RREQ packets are checked if they traversed through different incoming link. Second, the hop count (of the
RREQ) is checked if it is not larger than that of the first received RREQ. Then the node appends its own id and forwards the
RREQ packets. Otherwise the RREQ packet is discarded. Additionally, intermediate nodes are not allowed to reply directly
with a RREP on a RREQ packet.

When a route fails, every entry, regardless of destination, in the source’s routing table that shares common intermediate
nodes with the fail route is removed. After this if the other route remains valid, either a new route discovery is initiated, or the
protocol waits until the second route fails. SMR outperforms DSR in terms of delay and packet drops in an Ad hoc network.
Furthermore, SMR is more efficient when new route discovery is initiated only when both routes are broken, as this scheme

generates less control overhead.

AODV Multipath Router Approach (AODVM-R) [18]

When performing route discovery, the source and intermediate nodes maintain multiple routes to the destination. To ensure
loop freedom the RREQ packet includes path information (path from the source to the router). Primary and secondary routes
will have the same sequence numbers. When a link breaks, a node tries to reestablish the route using alternate paths. If still there
is an unreachable destination, the node sends an RERR message to its neighbors. If the primary route works for a long time,
alternate paths might timeout because they are not used. While the primary route is being used, send REFRESH message to the
alternate routes occasionally to refresh them. The REFRESH packet is sent every active route_timeout / 2 seconds. The
REFRESH packet is forwarded to the destination, refreshing the routes on the way. If an alternate route is detected to be broken,
it is simply discarded from the route table. AODVM-R reduces number of route discoveries, but the total overhead is not

significantly reduced because of refresh message overhead. Refresh message period can be carefully tuned to reduce overhead.

Temporally Ordered Routing Algorithm (TORA)[71,72]

The Temporally Ordered Routing Algorithm (TORA) is a highly adaptive loop free distributed routing algorithm based on
the concept of link reversal. It is designed to minimize reaction to topological changes. A key design concept in TORA is that it
decouples the generation of potentially far-reaching control messages from the rate of topological changes. Such messaging is
typically localized to a very small set of nodes near the change without having to resort to a complex dynamic, hierarchical
routing solution. Route optimality (shortest-path) is considered of secondary importance, and longer routes are often used if
discovery of newer routes could be avoided. TORA is also characterized by a multi-path routing capability. Each node has a
height with respect to the destination that is computed by the routing protocol. It is simply the distance from the destination
node. TORA is proposed to operate in a highly dynamic mobile networking environment. It is source initiated and provides
multiple routes for any desired source/destination pair. To accomplish this, nodes need to maintain routing information about

adjacent (one-hop) nodes.

1. The protocol performs three basic Functions as follows-
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a) Route creation
b) Route maintenance

¢) Route erasure

2. From each node to each destination in the network, a separate directed acyclic graph (DAG) is maintained. When a
node needs a route to a particular destination, it broadcasts a QUERY packet containing the address of the destination
for which it requires a route. This packet propagates through the network until it reaches either the destination, or an
intermediate node having a route to the destination.

Table ... : Summary of On-Demand Multipath Routing Protocols
Protocol Base Routing Choice Route Alotivation /Application
Protocol M ade at Discovery
AODVM-R AODV Intermediate nodes | Link-disjoint paths. | Reduces number of route
discoveries
AOMNDV AODV Source node Link-disjomnt paths | Reduction 1n delay, routing
(Source routing) load and the frequency of
route discoveries
SAMR DSR Source node Link/Node-disjoint | Spliting traffic prowides
(source routing) paths better
load distribution
AODV- AODV Source node Node-disjoint paths | Performs best in relauvely
Alultipath (source routing) static scenarnos
NDAR AODV Intermediate nodes | Node-disjoint paths | Reduced routing overhead
DMISR DSR Source node Nodes disjomt Increases the packet
(source routing) delivery ratio with lower
routing overhead
AIP-DSR DSR Source node Link/Node-disjoint | QoS applications with soft
(source routing) paths end-to-end reliability
AODV-BR AODV Intermediate nodes | Link-disjoint paths | Prowides robustness to
mobility and enhances
protocol performance
TORA link Source node Link/Node-disjoint | Operate 1n a lnghly
reversal ( Source routing) paths dynanmuc mobile networking
environment.

V. CONCLUSION

This work is an attempt towards a comprehensive performance evaluation of three commonly used mobile ad hoc routing protocols

(DSR, TORA and AODV). In this paper, using the latest simulation environment NS 2, Matlab and java we evaluated the performance of

three widely used ad hoc network routing protocols using packet-level simulation. The simulation characteristics used in this research, that

is, packet delivery fraction and end-to-end delay are unique in nature, and are very important for detailed performance evaluation of any

networking protocol. We can summarize our final conclusion from our experimental results as:

e Increase in the density of nodes yields to an increase in the mean End-to-End delay.

e Increase in the pause time leads to a decrease in the mean End-to-End delay.

e Increase in the number of nodes will cause increase in the mean time for loop detection.

In short, AODV has the best all round performance. DSR is suitable for networks with moderate mobility rate. It has low overhead that
makes it suitable for low bandwidth and low power network. TORA is suitable for operation in large mobile networks having dense

population of nodes. The major benefit is its excellent support for multiple routes and multicasting.
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