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Abstract 
In this paper, we apply clustering analysis of data mining into power system. We adapt K-means 
clustering algorithm to analyze customer load, analyzing similar behavior between customer of 
electricity, and we adapt principal component analysis to get the clustering result visible, Simula-
tion and analysis using matlab, and this well verify cluster rationality. The conclusion of this paper 
can provide important basis to the peak for the power system, stable operation the power system 
security. 
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1. Introduction 
On the one hand, in the age of big data such a massive information, data affects our works and lives every 
second, data mining and clustering analysis is becoming more and more important, on the other hand, With the 
rapid development of our national economy, the power consumption is larger and larger. And our current power 
source is mainly rely on thermal power, in order to ensure the stable operation of power system, power dispatch 
and peak becomes more and more important. The clustering analysis to customer power load is a key link in 
power decision. Therefore, this paper will focus on the application of large data in power system. Clustering al-
gorithm can be divided into different classification with different standards. Commonly used algorithms in clus-
tering analysis include K-means clustering algorithm, agglomerative hierarchical clustering algorithm, SOM of 
neural network clustering algorithm, the FCM of fuzzy clustering algorithm, and so on [1]. By comparison, we 
discover that the K-MEANS program and the FCM program have good comprehensive performance, however 
the FCM program are too complex for us to use. The power system data is produced every second, so the K- 
MEAN program are outstanding for its highly efficiency. We select K-means clustering algorithm to analyze the 
customer power load. Thus may balance power load according to different classification. And this can provide 
different service to different kinds of customers. The characteristic of this article is: every detail is analyzed 
from rom the generation of customer power load to data clustering. 

2. The Source Data of Power Load 
The source of data used for clustering analysis in this paper comes from reference [2]. We sample the reference 
data, then interpolate, this makes data regeneration. We select 4 classifications of power load, each classification 
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respectively have 100 sets of data, a total of 400 sets of data. To analyze one day’s power load, every 10 minutes 
for a sample, each data set contains 144 numerical (as is shown in Figure 1). 

3.1. The Algorithm and Process 
Clustering is one of the important research topics in data mining, is the process of physical objects into multiple 
classes or clusters [3] [4]. The objects in the same cluster are as similar as possible, while objects in different 
clusters as different as possible. Clustering can handle different field types and discover clusters of arbitrary 
shape, it can process the abnormal data, Clustering is not sensitive to data order and less dependent of profes-
sional knowledge. K-means algorithm is one of the most classic clustering algorithms commonly used in the 
present, it has advantages in the following three aspects [5]: 

It’s quick and sample; 
For large data sets with high efficiency and scalability; 
It has nearly linear time complexity, and it is suitable for mining large data sets. K-Means clustering algo-

rithm's time complexity is a function of n, k, and t. Where n stands for the number of objects in data sets, t 
stands for number of the iteration algorithm, k stands for the number of clusters. 

So this paper uses the K-means clustering algorithm to analyze customer load, and design a flow chart as 
shown in Figure 2. 

3.2. The Steps of K-Means Algorithm 
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In the formula, jN  is the number of objects in clusters jµ  
 

 
Figure 1. Source data: customer load. 
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Figure 2. Flow chart. 

 
Repeat step 2) and step 3), until it reaches the convergence criterion function. The evaluation of convergence 

is based on the square error criterion, as shown in Formula (3). 
2

1 i
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= −∑∑                                    (3) 

In the formula, E is the sum of square error of all the objects in the database; x is a point in space; im  is the 
average value of the cluster iu . This objective function makes the generated clusters as compact as possible and 
independent. 

Using the above K-means algorithm, cluster analysis was performed on the data obtained, thus draw customer 
load can be divided into 4 categories obviously, and the clustering center is shown in Figure 5. 

4. Visualization of Clustering Results 
Because of the use of the large amount of data, selected 144 sampling moments every day, we can’t express the 
clustering results directly. In order to get the clustering results visual, we use the method of principal component 
analysis (PCA) to study the clustering results. 

PCA is a mathematical method of dimensionality reduction. It can take many variables with certain correla-
tion into a set of new independent variables [6]. Use as few variables as possible to express as much information 
as possible, this is one of the basic principles of PCA. By clustering analysis, 144 dimensional data is mapped to 
a 3 dimensional space, then analysis. That is, select 3 principal components. 

The following is the introduction about the calculation steps of PCA standardization processing of the original 
data. 

Assuming the sample observation data matrix is 
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Then the original data were standardized according to the following methods 
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Calculation of sample correlation coefficient matrix 
For the sake of convenience, assuming that the original data standardization is still denoted by X , the corre-

lation coefficient matrix after data standardization is 
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The calculation of characteristic value and corresponding characteristic vector of relation coefficient matrix 
R. 

Characteristic value: 1 2, , , pλ λ λ  
Characteristic vector:  

1 2( , , , ), 1, 2,i i i ipa a a a i p= = ，  

Select the important principal components, and give the expression 
Through principal component analysis, we can get p principal components, but because the variance of each 

principal component is decreasing, the quantity of information is declining. In practical analysis, according to 
the principal component contribution to select the first k principal components, usually the accumulative contri-
bution rate can reach more than 85%, in order to ensure the integrated variables carry most information of orig-
inal variables. 
where 
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The calculation of principal component scores 
According to the original data standardization, the principal component values are calculated from the expres-

sion for each sample, you can get all new sample data in each principal component, that is, the principal com-
ponent scores. The specific form is as follows: 
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Since we finished the clustering analysis, principal component analysis, then make the scatter of clustering 
results, by MATLAB. As shown in Figure 5. 

5. Simulation Analysis  
In order to verify the rationality of K-means algorithm used in this paper, this paper uses MATLAB simulation 
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analysis to explain. 
Figure 1 is the customer load source data before clustering analysis, Figure 3 is each clustering center after 

clustering, two picture comparison, all customer load 1 were clustered into the D category, the customer load 2 
were clustered into the B category, the customer load 3 were clustered into A category, the customer load 4 were 
clustered into the C category, which can prove that our clustering method is reasonable. 

Figure 4 depicts all points to the clustering center distance. Where  
Subgraph A conveys the distance from all 4 kinds of customer load to A clustering center, we can see that all 

points of customer load 3 is nearest to A clustering center 
Subgraph B conveys the distance from all 4 kinds of customer load to B clustering center, we can see that all 

points of customer load 2 is nearest to B clustering center 
Subgraph C conveys the distance from all 4 kinds of customer load to C clustering center, we can see that all 

points of customer load 4 is nearest to C clustering center 
Subgraph D conveys the distance from all 4 kinds of customer load to D clustering center, we can see that all 

points of customer load 1 is nearest to D clustering center 
This is consistent with the definition of the clustering center, the relationship is also compatible with Figure 1 

and Figure 3 exhibited by. 
In the earlier analysis based K-means clustering and principal component analysis, draw the visualization map 

according to clustering analysis results, as Figure 5, from the figure, we can also directly obtained that the cus-
tomer load can be divided into 4 categories, these four categories corresponding to four types of customer load 
types in the source data, further proved the correctness of this clustering analysis. 
 

 
Figure 3. Clustering center. 

 

 
Figure 4. The distance between each point and each clustering 
center. 
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Figure 5. The scatter of the clustering results. 

6. Conclusion 
In this paper, the K-means clustering method in data mining was used in power system on the clustering analysis 
power load of customer, and the method of principal component analysis was used on the clustering results vi-
sualization, fully prove the rationality and correctness of the clustering. To provide an important basis for the 
power system decision, and ensure the stable operation of power system. 
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