Analyzing Execution Time of Card-Based
Protocols*

Daiki Miyahara!, Itaru Ueda', Yu-ichi Hayashi?,
Takaaki Mizuki?, and Hideaki Sone?

! Graduate School of Information Sciences, Tohoku University
6-3-09 Aramaki-Aza-Aoba, Aoba, Sendai 980-8579, Japan
daiki.miyahara.q4@dc.tohoku.ac. jp
2 @Graduate School of Information Science, Nara Institute of Science and Technology
8916-5 Takayama, Ikoma, Nara 630-0192, Japan
3 Cyberscience Center, Tohoku University
6—3 Aramaki-Aza-Aoba, Aoba, Sendai 980-8578, Japan

tm-paper+cardtime@g-mail.tohoku-university. jp

Abstract. Card-based cryptography is an attractive and unconventional
computation model; it provides secure computing methods using a deck of
physical cards. It is noteworthy that a card-based protocol can be easily
executed by non-experts such as high school students without the use of
any electric device. One of the main goals in this discipline is to develop
efficient protocols. The efficiency has been evaluated by the number of
required cards, the number of colors, and the average number of protocol
trials. Although these evaluation metrics are simple and reasonable, it is
difficult to estimate the total number of operations or execution time of
protocols based only on these three metrics. Therefore, in this paper, we
consider adding other metrics to estimate the execution time of protocols
more precisely. Furthermore, we actually evaluate some of the important
existing protocols using our new criteria.

Keywords: Cryptography, Card-based protocols, Real-life hands-on
cryptography, Secure multi-party computations

1 Introduction

Card-based protocols are unconventional computing methods using a deck of
physical cards; their advantage is that they can be executed by humans practically
(e.g. [4,6,13]). To illustrate this, let us explain how to manipulate Boolean values
based on a two-colored deck of cards. Given a black card @ and a red card @,
a Boolean value can be expressed as:

[#]0]=0, [O]&]=1.

* This paper appears in Proceedings of UCNC 2018. The final publication is available
at Springer via https://doi.org/10.1007/978-3-319-92435-9_11.
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Following this encoding, for example, two players, Alice and Bob, can each put
two cards face down on a table representing their private bits a and b, respectively:

[2]2]. (1)
—g Y

a

Here, we assume that the backs of all cards are indistinguishable and that
the fronts @ or @ are also indistinguishable if the cards have the same color.
We call the left pair of two face-down cards in (1) a commitment to a. Similarly,
the right pair of two face-down cards are a commitment to b.

Typically, given two input commitments to a,b € {0,1}, as in (1), a card-
based protocol should generate a commitment to the value of a predetermined
function f(a,b). For instance, we can get a commitment to a A b without leaking
any information about a and b, if we execute an AND protocol:

= .. ,
~ —~=

a aNb

As shown in Table 1, there are many existing AND protocols (in committed
format!). This table implies that the design of “efficient” protocols is one of the
goals of card-based protocols; so far, the efficiency has been evaluated in terms
of three metrics: (i) the number of required cards, (ii) the number of colors,
and (iii) the average number of required trials. These evaluation metrics are
simple and reasonable. However, if we are going to actually execute a card-based
protocol, these three metrics are insufficient to accurately estimate the number
of operations that need to be done during the protocol and the overall execution
time of the protocol.

Therefore, in this paper, we introduce new metrics to evaluate protocol
efficiency more precisely. That is, we determine all the operations during a
protocol, and then analyze the execution time of each operation. Furthermore,
we actually evaluate all the AND protocols’ shown in Table 1, based on our
new criteria by counting the number of operations thoroughly. We also make a
comparison of the AND protocols and discuss which protocol is the most efficient
and practical. It should be noted that card-based protocols are outside the Turing
model [8,9].

The rest of this paper is organized as follows. In Section 2, we introduce the
AND protocol invented by Stiglic [15] as an example, and then give a formalization
of the operations in card-based protocols [8]. In Section 3, we give new metrics of
efficiency, which directly indicate the execution time of a protocol. In Section 4,
we evaluate the existing AND protocols based on our proposed metrics. We
conclude this study in Section 5.

! There are also “non-committed-format” AND protocols [1,7].
" This paper addresses only AND computation because the other important primitive,
XOR, can be done with only four cards and one trial [10].
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Table 1: The existing AND protocols (in committed format)

Year #Colors #Cards Avg.#Trials
Crépeau & Kilian [2] 1993 4 10 6

Niemi & Renvall [11] 1998 2 12 2.5
Stiglic [15] 2001 2 8 2
Mizuki & Sone[10] 2009 2 6 1
Five-card KWH [5] 2015 2 5 1
Four-card KWH [5] 2015 2 4 3

2 Preliminaries: A Protocol with Operations

In this section, we introduce Stiglic’s AND protocol [15] as an example to demon-
strate the possible operations in card-based protocols. As already seen in Table 1,
this protocol requires a two-colored deck of eight cards and two average trials.
Given input commitments to a and b along with four additional cards @@@@,
the protocol proceeds as follows.

1. Arrange the sequence as:

W - )

a b a 1 b 0

2. Apply a random cut to the sequence of eight cards:

(2lzlzlz ez ]z l2]) = [zl z ]z 2zl 2l 2 ]2 ).

The term random cut means a cyclic shuffle. If we attach numbers to the
cards for the sake of convenience:

BHHERHRE

then a random cut results in one of the following eight sequences (with a
probability of 1/8):

BRAAERaNH

BHERAEaa!

HHREAGREE
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Note that a random cut is known to be easily implemented by humans
securely via the Hindu cut [16] (as shown in Figure 1).

Fig. 1: The Hindu cut

3. Turn over the first two cards (from the left).
(a) If the revealed cards are @, we obtain a commitment to a A b as
follows:

MM HHHHHE]

(b) If the revealed cards are @@, we obtain

LIL A

aNb

(c) If the revealed cards are @ @ or @@, turn over the third card.
i. If the three face-up cards are @ @@, we have

Clss2]z]2]?]?]

ii. If the three face-up cards are @ @@, we have

LNV HHHEHE

a/Ab

iii. If the three face-up cards are @@ @ or @ @ @, turn them over

and go back to Step 2.

This is Stiglic’s AND protocol, which we denote by Ps;; hereinafter. A shuffling
operation called a random cut is used in Step 2 of Pgy;. The average number of
trials is two, because the probability that Step 3—(c)-iii occurs and we go back to
Step 2 is 1/2. As seen partially in the description of Pst;, the possible operations
used in card-based protocols (not just Stiglic’s but others that have not been
described thus far) are turning-over, rearrangement, and shuffling operations,
which can be formalized as follows [8]. Below, we assume a sequence of d cards
I'=(aq,0a9,...,0q).
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. Turning-over operation: (turn, 7).

A turn operation involves turning over the i-th card «;, as shown in Figure 2.
The resulting sequence is (a1, ..., @1, Bi, Qs - - -, tq), where B; is obtained
by turning over «;.

o E
—;1— R———— S e e \‘) e
e ’ ’.u » ,V\“Q? -

Fig. 2: Turning-over operation

. Rearrangement operation: (perm, 7).

A perm operation involves the application of a permutation 7 € Sy (where
Sq represents the symmetric group of degree d) to the sequence, as illustrated
in Figure 3. The resulting sequence is (a;-1(1), r-1(2), -+ -, Xr=1(q))-

LT
"\ o L/

Fig. 3: Rearrangement operation

. Shuffling operation: (shuffle, IT, F).
A shuffle operation involves the application of a permutation @ € IT chosen
from a permutation set II C S; according to a probability distribution F,
as shown in Figure 4. Note that a set IT along with a distribution F specifies
a shuffie.

Fig. 4: Shuffling operation
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SOVRRO®O Xoo
SOVRORSO X
QVhVRIOKO X1o
QhORORKO X11

(shuf, random cut)

L IVIVE ¥ AV AVEE D ¢ Qa&dO®O0S® £ (Xo1 + X10)
QORSORO® £ Xoo SROROVRY £ (Xo1 + Xio0)
(LT VT V] AVEE S ) SOROOKO® < (Xo1 + Xi10)
L VL V] VIV ¢) QROOKOR® - (Xo1 + X10)
SOROKROOR £ Xoo QhORORKO X1y

) . (W2 AVE AVIVE ¥ SRS T L IV AV ¥ AVIVEES ¢F]

(shuf, random cut 2OROVRRD L X0 ORVRRIO® X1, shuf, random cut)

QROVRO® £ Xoo L VL T AVivE \VEED ¢F}
SO0KORRY £ (Xo1 + X10) VhOVROR £ X11
QVROBRO® £ (Xo1 + X10) SSOOKORD X1,
QRVBIORY £ (Xo1 + X10) SVVROHVR < X11
SOBROKOV £ (Xo1 + X10) VOROKOdS X1

(turn, {1,2})

L
revealed Ode 3/8 / \revealed &0 3/8

revealed & 1/8

VRAVRORD L Xoo KOVRRVRD L Xoo

(WL AVE ViV ¥ ) éXoo LIV V2 AvivE %Xoo

(L IVEXIVE NS o EAVIIVV R AVRES
S moa o X x| |aoadoar Lo + x| | 400R0MM0 T0u + X0 | [SoRBitOR 0
SROVBOEO T Osa0a008 3 (X014 X10) || RORKORTD %(Xm T X0) | [GoROROb Xf]‘ 1
2 lresult, 4,5) " DROORO I 3 (Xo1 +X10) | | AOKOOROE 3 (Xor + X10) | | 2 (result, 6,7)

4 OROROBRO X1y SOKOKKOV Lx, il
ORORROTR 5 X1y SOKROVRO X7,
ORROVO® 1X1, KOVKROKO® LX)
l (turn, {3}) l (turn, {3})

revealed © 2/3 revealed & 1/3 revealed © 1/3 revealed & 2/3

VROV L X AOROROOK L X0
OROOKBO® L x40 DRBORORD Xop AOVRKORD Xoo KOROORKY 1 X0
DRORKORD £ (Xor + X10) || FASORTTR Xo1 + Xio | | AOORTRRD Xor + Xio || SOMMOROD (X1 + X10)
VROORORS L (Xo1 + X10) | | OSSOVKOR X1 AOVKORO® X1 KOKOVKO® L(Xo1 + X10)
VIV X IVIES e = (result, 5, 6) = (result, 7,8) LIVEIVIXIVVIES'eH

B | O*0RRO0K 1X1 SOKKOOKO Ly, n

(turn, {1,2,3}) (turn, {1,2,3})

Fig. 5: Psii’s KWH-tree

3 New Metrics and Execution Time of Protocols

As mentioned in Section 2, turn, perm, and shuffle operations are used in card-
based protocols. We need to take these operations into account to analyze the
“execution time” of protocols. In other words, the efficiency evaluation metrics
shown in Table 1, i.e., the number of required cards, the number of colors, and
the average number of trials, are insufficient to estimate the overall execution
time.

In Section 3.1, we clarify all the operations that need to be considered. In
Section 3.2, we count the number of occurrences of each operation for every AND
protocol. In Section 3.3, we provide new metrics to estimate the execution time
of protocols.
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3.1 Operations to Consider

In addition to the three kinds of operations, i.e., turn, perm, and shuffle, introduced
in Section 2, we define another operation, named place. The place operation
involves the addition of a card to the sequence with its face up (in order for players
to be able to confirm the color), as shown in Figure 8. When actually executing
a protocol that requires additional cards, this place operation is necessary.

a b

H N ER-E
=l \\\ e et AR
" W ) g

Fig. 8: Place operation: Adding two cards

Therefore, altogether, the actual execution of a card-based protocol invokes
four kinds of operations: place, turn, perm, and shuffle.

3.2 Analysis of the Number of Operations in Each Protocol

In this subsection, we analyze the number of operations in each of the six existing
AND protocols shown in Table 1. To this end, we use the K WH-tree [5] developed
by Koch, Walzer, and Hartel, which is a diagram showing the state transition.
We first analyze Pst; in detail. The KWH-tree of Pst; is shown in Figure 5.
This figure enables us to count all the operations appearing in Ps;;, as follows.

1. The number of place (adding a card) operations in Pg;.

The number of place operations in Psy; is four, because we add four cards to
execute the protocol.

2. The number of turn (turning over a card) operations in Pgy;.
Firstly, we execute the turn operation four times, because we need to turn
over the four added cards after checking their colors. Secondly, we require the
turn operation twice because of (turn,{1,2}) after applying the first random
cut. At this time, the probability that & & or O Q appears and the protocol

terminates is % X 2. On the other hand, the probability that the protocol

terminates by (turn,{3}) is 2 x % x 2. If the protocol does not terminate
by (turn,{3}), we have to turn over the three face-up cards and execute
(turn, {1,2}) again after applying a random cut. Consequently, the expected

number of turn operations in Pgy; is

4+ i {(2n—7) % % x (;)n_l }=125.
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3. The number of perm (rearranging a sequence of cards) operations
in PSti-
We use no perm operation in Psti, and hence the number of utilizations of
the perm operation is 0.

4. The number of shuffle (shuffling a sequence of cards) operations in
Psii-
As seen in the calculation for turn, the probability that Ps; terminates by
(turn, {1,2}) is 1. The probability that Ps; terminates by (turn, {3}) is %,
and the probability that Psy; does not terminate and gets into a loop is 3.
Therefore, the expected number of shuffle operations is

Sa(3) )=

n=1

Thus, the numbers of place, turn, perm, and shuffle operations are 4, 12.5, 0, and
2, respectively. See the line of Pgq; in Table 2.

Similarly, we also create the KWH-trees of Pck (Crépeau and Kilian’s pro-
tocol [2]) and Pyr (Niemi and Renvall’s protocol [11]), as shown in Figures 6
and 7, respectively; the KWH-tree of Pyg (Mizuki and Sone’s protocol [10]) has
been given in some existing literatures (e.g. [9]). Utilizing these KWH-trees, we
are able to count each operation in Pck, Pnr, and Pus. Table 2 summarizes the
results.

In addition, we conducted the same calculation for the two KWH protocols [5].
Table 3 shows the number of operations in the protocols. These protocols need
shuffles which have non-uniform probability distributions, and hence, they need
special indistinguishable boxes or envelopes [12] to be implemented. Therefore,
we have judged that these two protocols are more time-consuming than the other
four protocols. Therefore, in the sequel, we focus on the four protocols in Table 2,
which we call “practical” AND protocols.

Table 2: The number of operations in the practical AND protocols
#place #turn Fperm Fshuffle

Pex[2] 6 21 1 8
Par[11] 8 28 45 7.5
Peu [15] 4 125 0 2
Pus [10] 2 4 2 1
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Table 3: The number of operations in the KWH protocols [5]
#place #turn Fperm Fshuffle
Five-card KWH [5] 1 11/3  7/6 14/3
Four-card KWH [5] 0 7 2 8

3.3 Execution Time of Protocols

Here, we present an expression for the execution time of each protocol based on
four metrics. First, we denote the execution time of place, turn, perm, and shuffle
by tplaces tourns perm, and fynye, respectively. In addition, Time(P) denotes the
overall execution time of a protocol P. Then, the execution time of the protocols
in Table 2 can be easily expressed as follows.

1. Crépeau & Kilian’s protocol (Pck).
Time(PCK) = 6tplace +21 thurn + tperm + 8tshuf-
2. Niemi & Renvall’s protocol (Pnr)-
Tlme(PNR) = Stplacc + 28tturn + 4~5tpcrm + 7~5tshuf'
3. Stiglic’s protocol (Pst;)-
Time(PSti) = 4tplace + 12.5%urn + 2tsnut-
4. Mizuki & Sone’s protocol (Pys)-
Tlme(PMS) = 2tp1ace + 4toun + 2tperm + tshuf-

In the next section, we make a comparison to determine the most efficient and
practical protocol.

4 Comparison of the Protocols

In this section, we evaluate the efficiency of the four practical AND protocols in
Table 2 and discuss which protocol is the most efficient.

4.1 Efficiency Comparison Based on the Execution Time

In this subsection, we compare the execution times of the protocols.
First, we compare each coefficient of equation shown in Section 3.3 or Table 2.
Obviously, we obtain the following inequalities:

Time(Pst;) < Time(Pck),

Time(Pst;) < Time(PNr)-

Therefore, Psy; is superior to Pck and Pnr. Hence, it suffices to compare Psy;
with Pus.

At first glance, the coefficients might give us an impression that Pyg would be
better than Pgi;. However, we cannot immediately come to a conclusion because
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Time(Pums) has 2¢perm while Time(Pgyi) has no fperm. Therefore, we actually
measured the duration of each operation by manipulating real cards. As a result,
our measurement provides us the following relationship:

tplace = turn and O-ltperm < tturn-

Moreover, it is reasonable to assume that

tperm < tshuf

because the shuffling operation generally takes more time than the rearrangement
operation. From these findings, we have

Tlme(PMS) = 2tplacc + 4tturn + 2tpcrm + tshut
< 2tplace + 14ttu1rn + tperrn + fshut
< 4tplace + 12-5t‘cu1rn + 2ﬁshuf = Time(PSti)-

Therefore, we have Time(Pys) < Time(Psii). This implies that Pyg is the
protocol with the least execution time.

4.2 Impact of The Execution Time of Shuffling

In the previous subsection, we assumed that #,erm < fshuf holds. In this subsection,
we further investigate how the difference between tperm and tynys affects the overall
execution time of a protocol. To this end, we regard ty,,¢ as a variable and other
metrics thlace, turn, a0d therm as constants. Specifically, based on our measurement
of the actual execution time, we fix

tplace = turn = 0.8 (sec.), tperm = 7t‘surn-

Then, we vary the value tg,¢ from three seconds to sixty seconds; Figure 9 shows
the result. According to this figure, Psi; and Pyg are considered to be more
efficient.
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Fig.9: The total execution time of each protocol for different shuffle times

5 Conclusion

The widely-used efficiency evaluation metrics of card-based protocols do not
capture the number of operations fully, and hence, it is difficult to estimate
their execution time accurately. Therefore, we considered all kinds of possible
operations so that we have four metrics, and focused on counting the number of
operations comprehensively to estimate the execution time of protocols. Our new
criteria allows us to evaluate the efficiency of protocols. Thus, we were able to
compare the execution time of the protocols. We concluded that the Mizuki—-Sone
AND protocol [10] is the most efficient and practical as an AND protocol in
terms of the execution time.

To count the number of operations, we created KWH-trees for Pok, PNR,
and Pgyi, as shown in Figures 7, 6, and 5, respectively. This is the first attempt to
describe KWH-trees for these previous protocols, and we believe that Figures 7,
6, and 5 themselves form one of the major contributions of this paper.

Our future work involves (i) applying our new criteria to the other existing
protocols (e.g. [3,14]) and (ii) clarifying the variables that affect the execution
time of a shuffle (e.g., the number of cards) and other operations.
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SOROMOMORO Xoo
AOVKAGAORO Xo
QVhIOMOAORO X10
QVRORMOAORO X1y
(shuf7 random cut(syemg})
SOROMOMORO 5 Xoo AOVKAOAORO 5 X0y
L AVE X0T el AVEED et QROMMOAORO 5 X1,
SOROOMO MO 5 Xoo SOVROMOMRY 5 X0,
QRROOMOMRO X0 QVROROAOMRD 5 X1y
(perm, (236475))
SAOOCMKOORO 5 Xoo SAOOCAORORO 5 X0y
LT T T AVEel AVEED et CAKOAOROHO 5 X1,
SOVMOROMRY 5 Xoo SOVMOOKMRY 5 X0
QOBMOBOMRD X1 QOBBOVHMKO 5 X711
(shuf,Tandomcut{l,g_;;yﬂ)
SAOOMROORY L Xoo SAOCAOKORO ¢ Xo1 QAROMKOORO £ X19 VASOAORORD L X1
AOORMROORD L X0 AOOHMORORO ¢ X0y AROOAKOORO < X1o AROVMOR RO %Xn
QOBMMKOORO < Xoo QORMMORORO £ Xo1 SOVMMKOORO < X0 SOOMMOKOHO §X1|
ORAOMKOORD £ Xoo ORAVAORORV £ Xo1 QVUAKMKOORY £ X10 CVAKAORORO £ X1y
KOVMOROMRY £ Xoo SOVMOOKMRY £ X0 QORMOROMRY £ X0 VI Y YovI ¥ ¥ AVEE D ¢t}
OVMROROMRD < Xoo CVAKOORMRO ¢ X0y ORAOOROMRY £ X19 ORBOOVRMRD X1
VLY SO0 IV Y AVEED QAROOVRMRO ¢ X0y SAOGOROMRO £ X1 LAV YTV %Xu
LY TAVIOY ivZ Y AVEE S AROVOORMRO X0 L IR 2o2 AVT T AVEE D €T AOOROVRMRO X1
l(turn,{l,2<3,4})
revealed < @V > revealed < A&OV >
1/2 1/2
RAVOMROORY 1 Xoo SAOOAOKORO %Xm ROVMORVARY 1 Xop ROVMOORMRY  Xo1
AOORAROORO 2 Xoo AVORAORORO 1 Xo1 | [OVMBOROMRY £ Xoo QUAROOKMRY 1 X0
DORBAKOORD 2 Xoo QORMAORORO 1 Xo1 | [VAROOROMRY £ Xoo QAROOVRMRO L Xo1
[ LIV Y AVET AVIP D () ORAOAORORO 1 Xo1 | [ MROVOROMRY £ Xoo AROVOORMRY L Xo1
QDOMMAKOORD 1 X10 QORMAORORD L X11 | [CAROMROORO X1 QAROAORORO L X1
I IV AT Y VAP D et 12 TIVZAVI Y ¥ AVEP D CPI T ¥ TOVE Y AVt V) %Xm AROVMORORO %Xn
L LI AV ¥ AVEP D et SAVOOVKAMRY 1 X11 | [ROVMMROOHO X710 SOOMMOKOHO 7 X711
AOOROROMRD X 10 AOOROVRMRY X1 [ | OVMBAROORY L X1 QVMBAORORD X1y

Fig. 6: The first part of Pok’s KWH-tree. The expression < &#0< > means

®AOO, AV R, OOhM, or ChAQ.

l (shuf, random cut{gysj_s_’g,m})

l (shuf, random Cut{g,ysjyg_g.lo})




Analyzing Execution Time of Card-Based Protocols

AORKOKORKO Xoo
A0RKOVKKO® Xo1
VOB O®RO Xio
QhbO®ORHO® X1

l(perm, (4657) (910))
AVRORRORTd Xoo
AVRRORORRD Xon

QhdOKOKKOS X1o
QahdbO0KIRO X1y

(shuf, random cut)

(shuf, random cut)

revealed dode 1/2

A0&0HKOK0OH
VRVRBOROddb

MLV TV
LI T
M I L L
ASROOKKRO0
A&00RBHO0R
A00KRKOVOHS
M LIV T T

(
=(Xoo 4+ Xo1 + X10)
SORKOKORKO = (

(

] (Xoo + Xo1 + Xi10)

Xoo + Xo1 + X10)

Xoo + Xo1 + X10)
Xoo + Xo1 + Xi0)

X1
Xn
Xn
Xn
X1

l(turn, {1})

revealedkﬂd ©2/5

15

revealed O 1/4

AORORRORO® L(Xoo + Kot + X10)| | PRRORORROR 5 (Xoo + Xo1 + X10)
LA T AVI AT Y AV T(XU(J + Xo1 + X10) VhbdOOMMAD X1
SROKROBRORD L (Xo0 + Xor + Xio) QORI OKOd 3 (Xoo + Xo1 + X10)
SRROORBROV L X, QVhbSO0VRbd 5 X11
LY IVAVE ¥ ¥ AVIVT 3 §X11 (shuf, random cut 3 3y)
AOVRKIOVRS £ X1
QeaIORORIO® = (Xoo + Xo1 + X10)
(turn, {1}) T T VIVEE ¥ VRS eh
QhORSORORS  (Xoo + Xo1 + X10)
QVRBROKOR® 1 (Xoo + Xo1 + X10)
VIVI Y ¥ AVIVI ¥ ¥ SE D e
(VEAVE R AVIVI ¥ Y SE D¢
l (turn, {2,3})

revealed QO 1/4

QaIO®ORIO® Xoo + Xo1 + X10
Qb0 HO X1

VeV OKOd Xoo + Xo1 + X10
(WAL T AVIVE T T AP eH

= (result, 7,8)

QOISORORd Xoo + Xo1 + X0
QOR&BOORS® X1

= (result, 7,8)

l(perm, (910))

QRIORORSBRO Xoo + Xo1 + X10
(T L AVIVE T V] I et
= (result, 9, 10)

Fig. 7: Pnr’s KWH-tree




