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ABSTRACT
Graph data management tools are nowadays evolving at

a great pace. Key drivers of progress in the design and
study of data intensive systems are solutions for synthetic
generation of data and workloads, for use in empirical stud-
ies. Current graph generators, however, provide limited
or no support for workload generation or are limited to
fixed use-cases. Towards addressing these limitations, we
demonstrate gMark, the first domain- and query language-
independent framework for synthetic graph and query work-
load generation. Its novel features are: (i) fine-grained con-
trol of graph instance and query workload generation via
expressive user-defined schemas; (ii) the support of expres-
sive graph query languages, including recursion among other
features; and, (iii) selectivity estimation of the generated
queries. During the demonstration, we will showcase the
highly tunable generation of graphs and queries through var-
ious user-defined schemas and targeted selectivities, and the
variety of supported practical graph query languages. We
will also show a performance comparison of four state-of-
the-art graph database engines, which helps us understand
their current strengths and desirable future extensions.

1. INTRODUCTION
Graph data management tools are rapidly evolving, as

new features and capabilities are explored in response to
practical demand and increasingly sophisticated user require-
ments. To better understand and drive forward this evo-
lution, solutions for the generation of synthetic graph in-
stances and query workloads are fundamental for the design
of empirical studies of graph systems. Indeed, graph and
query generation solutions are important for understanding
the current limitations and potential improvements to graph
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management systems. Often in practice, graph database sce-
narios are driven by sophisticated query workloads. Funda-
mental examples include multi-query optimization, mapping
discovery and query rewriting in data integration systems,
and workload-driven graph database physical design [2].
Recently, there has been a flurry of works on graph data-

base benchmarking [1, 4, 5], some of them addressing syn-
thetic workload generation [1]. In our work, we extend this
line of research by pushing forward the diversity and flexi-
bility of graph and query workload generation.
In particular, we have designed and implemented gMark,

a domain- and query language-independent framework tar-
geting highly tunable generation of both graph instances
and graph query workloads based on user-defined schemas.
One of the most notable features of gMark is support for
controlled schema-driven generation of fully diverse queries
not only in terms of syntactic features but also in terms of
expressiveness (in particular, recursive queries) and query
selectivity (size of the query result as a function of the
size of any input graph, reflecting the runtime behavior of
queries). These features, which are not supported by current
tools, permit fine-grained targeted testing of current graph
data management systems, to better understand their per-
formance, limitations, and optimization opportunities.

Contributions. We demonstrate gMark for graph and que-
ry generation. In summary, our system is highly tunable,
featuring: (i) schema-driven data and query generation, (ii)
multiple practical graph query languages (SPARQL, open-
Cypher, SQL, Datalog) including recursion among the fea-
tures, and (iii) selectivity estimation of generated queries.
We will showcase graph instance and query workload gener-
ation through a set of highly tunable parameters and user-
defined schemas. We will show that our system is able to
simulate realistic graph domains and to fruitfully leverage
user interactions. We will also present our generated in-
stances and query loads at work with four current (commer-
cial and open-source) graph database management systems.
The goal of the demonstration is to highlight the novel

gMark capabilities and features. We will call attention to
the importance of the continued study and development
of domain- and query language-independent synthetic gen-
eration solutions, which are crucial in understanding the
strengths and desirable directions for future research of graph
data management systems. We present a system overview in
Section 2 and our demonstration scenarios in Section 3. In
our technical report [3] we focus more deeply on the gMark
application to system performance comparison.
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Figure 1: Overview of the gMark workflow.

2. SYSTEM OVERVIEW
Given a graph configuration and a query workload config-

uration, our system generates directed edge-labeled graphs
and query workloads coupled to these graphs. Moreover,
our query generator supports four concrete syntaxes, and
can be easily extended to support additional practical query
language syntaxes. The goal of this section is to highlight
the main features and workflow of the system, as illustrated
in Figure 1. We provide gMark as open-source software1

for use in the graph processing community. Our system is
implemented in C++ using the Standard Library.

2.1 Graph generation
Graph generation is driven by a graph configuration, which

specifies constraints that the generated graphs should sat-
isfy. The first parameter is the graph size, defined as the
number of nodes. The next parameters (cf. Figure 1) en-
code a graph schema which allows the user to specify the
sets of node types and edge labels; schema constraints (as
proportions of a node type’s or an edge label’s occurrences
or a fixed constant value); and, the in- and out-degree dis-
tributions of edge labels, with support for the following dis-
tributions: uniform, Gaussian (also known as normal), and
Zipfian. For each distribution, the user can specify the rel-
evant parameters (i.e., min and max for uniform, µ and σ
for Gaussian, and s for Zipfian). If the user wants to specify
only the in- or the out-distribution of an edge label, she can
mark the other one as nonspecified.

Example 2.1 Assume that we want to generate graphs sim-
ulating a bibliographical database that uses a simple schema
consisting of 5 node types and 4 edge predicates. Intuitively,
the database consists of researchers who author papers that
are published in conferences (held in cities) and that can be
extended to journals. We also want to specify constraints on
the number of occurrences for both the node types and edge
predicates, either as proportions of the total size of the graph
or as fixed numbers (cf. Figure 2(a) and 2(b)). For instance,
for graphs of arbitrary size, half of the nodes should be re-
searchers, but a fixed number of nodes should be cities where
conferences are held (in a realistic scenario the number of
authors increases over time, whereas the number of cities
remains constant). Then, we want to specify real-world rela-
tionships between types and predicates as in Figure 2(c). For

1https://github.com/graphMark/gmark

Node type Constr.
researcher 50%
paper 30%
journal 10%
conference 10%
city 100 (fixed)

(a) Node types.

Edge predicate Constr.
authors 50%
publishedIn 30%
heldIn 10%
extendedTo 10%
(b) Edge predicates.

source type predicate
ÝÝÝÝÝÝÑ

target type In-distr. Out-distr.

researcher authors
ÝÝÝÝÝÑ

paper Gaussian Zipfian
paper publishedIn

ÝÝÝÝÝÝÝÝÑ
conference Gaussian Unif. [1,1]

paper extendedTo
ÝÝÝÝÝÝÝÑ

journal Gaussian Unif. [0,1]
conference heldIn

ÝÝÝÝÑ
city Zipfian Unif. [1,1]

(c) In- and out-degree distributions.

Figure 2: The bibliographical motivating example.

instance, the first line encodes that the number of authors on
papers follows a Gaussian distribution (the in-distribution
of the schema constraint), whereas the number of papers au-
thored by a researcher follows a Zipfian (power-law) distri-
bution (the out-distribution of the schema constraint). The
following lines in Figure 2(c) encode constraints such as:
a paper is published in exactly one conference, a paper can
be extended or not to a journal, a conference is held in ex-
actly one city, the number of conferences per city follows a
Zipfian distribution, etc. We can specify all aforementioned
constraints in gMark via a few lines of XML.

2.2 Query workload generation
Before introducing the parameters of the query workload

configuration (cf. Figure 1), it is important to first present
the abstract query language supported by gMark.
Query language. We focus on unions of conjunctions
of regular path queries (UCRPQ), a fundamental language
which covers many queries that appear in practice [7], e.g.,
the core constructs of SPARQL 1.12 (SPARQL with recur-
sion) and openCypher3. Apart from recursive and non re-
cursive graph queries, our language is expressive enough to
cover typical analytic workloads including listing triangles,
vertex neighborhood, and clique detection.
Given an input graph schema, let Σ`

“ ta, a´
| a P Σu,

where Σ is the set of edge labels and a´ denotes the inverse
2http://www.w3.org/TR/sparql11-overview/
3http://www.opencypher.org/
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of edge label a. Let V “ t?x, ?y, . . .u be a set of variables
and n ą 0. A query rule is an expression of the form

p?vq Ð p?x1, r1, ?y1q, . . . , p?xn, rn, ?ynq

where: for each 1 ď i ď n, it is the case that ?xi, ?yi P V ; ?v
is a vector of zero or more of these variables, the length of
which is called the arity of the rule; and, for each 1 ď i ď n,
it is the case that ri is a regular expression over Σ` using
t¨,`, ˚u (i.e., concatenation, disjunction, and Kleene star).
Without loss of generality, we restrict regular expressions to
only use recursion (i.e., the Kleene star symbol ˚) at the
outermost level. Hence, expressions can always be writ-
ten to take either the form pP1 ` ¨ ¨ ¨ ` Pkq or the form
pP1 ` ¨ ¨ ¨ ` Pkq

˚, for some k ą 0, where each Pi is a path
expression i.e., a concatenation of zero or more symbols in
Σ`. We refer to each rule pattern p?xi, ri, ?yiq as a con-
junct. A UCRPQ query is a finite non-empty set of query
rules, each of the same arity, with standard semantics fol-
lowing Datalog queries [6, 7]. In summary, a query is a
collection of rules, each rule having several conjuncts, each
conjunct having several disjuncts, and each disjunct being a
path expression of a certain length.

Example 2.2 The following query, where a, p, and e de-
note authors, publishedIn, and extendedTo, resp., selects
all pairs of researchers and conferences/journals where re-
searchers in their coauthorship network authored papers:

p?x, ?zq Ð p?x, pa¨a´
q

˚, ?yq, p?y, pa¨p` a¨eq, ?zq

This query consists of one rule having two conjuncts. The
second conjunct has two disjuncts, each of length two.

In our demo, our attendees will visualize this query (and
other generated queries) as in Figure 3, and then its trans-
lation to the four supported query syntaxes as in Figure 4.
Therefore, in the following we focus our attention on the
translation of queries into the four syntaxes supported by
gMark, with a particular focus on recursive queries.
In its first release, gMark supports the following practical

query language syntaxes:
‚ openCypher, a popular graph query language;
‚ SPARQL 1.1, the W3C standard query language for linked
graph data on the web;
‚ SQL:1999 recursive views, where we use the standard trans-
lation of UCRPQ’s into recursive views, implemented using
linear recursion [6, 7]; and
‚ Datalog [6].
We face two major challenges when translating queries in

gMark’s abstract syntax of UCRPQ’s into queries in these
practical languages. We next briefly discuss these.
The first challenge we face is dealing with differences in

expressive power between the languages. UCRPQ’s can be
translated into equivalent queries in SPARQL, SQL, and
Datalog, as we discuss below. The expressive power of open-
Cypher, however, limits the class of queries which can be
tested on systems implementing this language. First, open-
Cypher does not support regular expressions having dis-
juncts under Kleene star where the path length is greater
than one or there are occurrences of inverse symbols. Sec-
ond, openCypher adopts an evaluation semantics which dif-
fers from the other three languages. In particular, open-
Cypher enumerates only isomorphic embeddings of query
rules in the database (i.e., variables in queries are mapped

Figure 3: Visualization of the query from Exam-
ple 2.2. The projected variables are in yellow.

injectively into the data graph) whereas the other languages
enumerate homomorphic embeddings (i.e., different variables
may be mapped to the same node in the data graph). This
difference in embedding semantics often leads to query out-
put which differs dramatically from that returned by queries
in the other languages. Since these two limitations (i.e., re-
strictions on syntax and semantics) are inherent features of
openCypher, we cannot overcome them in our translation.
The second challenge we face is the differing levels of sup-

port for UCRPQ’s in the syntax of the languages. SPARQL
directly supports regular expressions as so-called “property
paths”, and hence the translation from UCRPQ’s to SPARQL
is lightweight. SQL, Datalog, and openCypher however, do
not directly support regular expressions in their syntaxes.
We illustrate the challenges of expressing UCRPQ’s in these
languages with SQL; similar issues arise in translations for
Datalog and openCypher. In our translation, each conjunct
gets translated as a temporary SQL view expressed using a
WITH RECURSIVE clause, where the graph is stored in a table
edge(src, trg, label). For recursive conjuncts having a
Kleene star we use right-linear recursion, that is, we recur
on the tail of path [6, Chapter 15].

3. DEMONSTRATION SCENARIOS
Our demonstration scenario consists of four parts. First,

we would like to present to the attendees the diversity of
parameters for graph and query workload generation sup-
ported by gMark. Second, we will demonstrate the use of
the query translator to generate queries in practical query
languages, and we will compare their capabilities for ex-
pressing graph queries in a succinct and accurate manner.
Third, the attendees will be able to effectively evaluate four
state-of-the-art graph systems using generated graphs and
queries. Fourth, we will share with the attendees some of
the insights that we gained while empirically evaluating the
four systems, such as their current strengths and their lim-
itations (such as, for instance, their limited support of re-
cursive queries). The goal of the last two scenarios is to
demonstrate to the attendees that thanks to gMark’s novel
features, we can study in depth and highlight new findings
about the performance of graph database engines.
1. Controlling graph and query diversity. In the first
scenario, we will illustrate the highly-configurable parame-
ters that the user can tune for the generation of graphs (e.g.,
size, schema constraints, degree distributions) and query
workloads (e.g., number of conjuncts or disjuncts, length
of paths, arity, recursion, selectivity estimation). All these
parameters are specified via an XML configuration file. We
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(a) SPARQL. (b) openCypher.

(c) PostgreSQL. (d) Datalog.

Figure 4: Visualization of the query from Figure 3
in four concrete languages. Notice that openCypher
does not allow Kleene star above concatenation
and/or inverse edges.

will rely on the bibliographical schema (cf. Section 2), the
UniProt schema [3], and also on other realistic schemas that
we encoded (e.g., modeling a social network or an online
shop). The attendees will notice that the generation time de-
pends on the density of the graphs yielded by these schemas.
Moreover, the attendees will visualize the generated queries
as in Figure 3 and check the accuracy of the selectivity esti-
mation (recall that this is one of the main novel features) by
(i) generating a query of a required selectivity, (ii) running
the query with any of the compatible systems, (iii) compar-
ing the actual selectivity with the one specified in the input
configuration file.

2. Comparing the succinctness of the query langua-
ges. Next, the attendees will have the chance to visual-
ize the generated queries in all supported query languages
(SQL, SPARQL, Datalog, openCypher) as exemplified in
Figure 4, and to import them in all supported systems. We
will highlight the importance of our query translator to gen-
erate queries in a diversity of concrete languages, which is
necessary to evaluate state-of-the art systems that do not
share a common query language. The attendees will no-
tice that some of these languages are able to express graph
queries in a succinct manner since they have been designed
specifically to query graphs (SPARQL and openCypher),
whereas the general-purpose languages (PostgreSQL and Da-
talog) are more verbose. Interestingly, as the next scenarios
show, the most efficient in practice is the Datalog engine,
despite being a general-purpose system. Additionally, we
will highlight that not all languages can express the gen-
erated queries in an accurate manner i.e., as discussed in
Section 2.2, openCypher limits the use of recursion.

3. Evaluating graph database management systems.
The goal of this third scenario is to make the attendees aware
of how easy it is to design a large-scale empirical evaluation
on top of our generated graphs and query workloads, while
spanning over a high variety of systems and query languages.
The attendees will generate queries according to scenarios
aiming at varying specific query parameters, visualize and
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Figure 5: Scatter plot of result count versus execu-
tion time. The y-axis is in log scale.

import them in the considered systems and generate per-
formance plots. For instance, we present in Figure 5 a plot
summarizing the results of four systems, by reporting the
size of the result and the execution time. For this exam-
ple, the attendees will notice that there is a strong corre-
lation between the result size and the execution time, that
PostgreSQL is slower than the others by up to two orders
of magnitude, the graph system cannot be fairly compared
because of its limited expressiveness (cf. Section 2.2), the
SPARQL system is the fastest for small result sizes, and the
Datalog system has a steady behavior and scales the best.
4. Sharing evaluation insights. In the last scenario, we
will share with the attendees more in-depth insights that
we gained while performing empirical evaluations on top of
our generated graphs and query workloads, for both non-
recursive and recursive (aka regular path) queries. In par-
ticular, our generator is the first one that supports recursive
queries. The attendees will generate, visualize and import
queries in the considered systems, to notice that even for
very small graphs, the recursive queries are not efficiently
handled, and that among all considered systems the Datalog
engine has surprisingly the best performance. This scenario
will point out important limitations of existing systems and
highlight desirable directions of research for the graph data
management community.
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