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Abstract 

Text classification field of natural lan-

guage processing has been experiencing 

remarkable growth in recent years. Espe-

cially, sentiment analysis has received a 

considerable attention from both industry 

and research community. However, only a 

few research examples exist for Azerbaija-

ni language. The main objective of this re-

search is to apply various machine learn-

ing algorithms for determining the senti-

ment of news articles in Azerbaijani lan-

guage. Approximately, 30.000 social news 

articles have been collected from online 

news sites and labeled manually as nega-

tive or positive according to their senti-

ment categories. Initially, text prepro-

cessing was implemented to data in order 

to eliminate the noise. Secondly, to convert 

text to a more machine-readable form, 

BOW (bag of words) model has been ap-

plied. More specifically, two methodolo-

gies of BOW model, which are tf-idf and 

frequency-based model have been used as 

vectorization methods. Additionally, SVM, 

Random Forest, and Naive Bayes algo-

rithms have been applied as the classifica-

tion algorithms, and their combinations 

with two vectorization approaches have 

been tested and analyzed. Experimental re-

sults indicate that SVM outperforms other 

classification algorithms. 

1 Introduction 

Development of technology generates a vast 

amount of data flow through the internet and en-

courages the creation of sophisticated methodolo-

gies to store and analyze it. Analyzing such huge 

volumes of data manually could lead to the waste 

of time and investment. Therefore, currently more 

automated and efficient ways are implemented to 

solve the problem.  

With the growth of the produced data, a branch 

of Artificial Intelligence - Natural Language Pro-

cessing (NLP) had begun to evolve. Text classifi-

cation is a fundamental part of NLP and has been 

applied in many areas. The aim of text classifica-

tion is to group data into predefined categories 

based on the labeled data using various machine 

learning techniques. It requires several stages to 

categorize the data including data collection, pre-

processing, and feature extraction. One of the im-

plementation areas of text classification includes 

sentiment analysis. Sentiment analysis helps to 

define whether an author’s opinion towards a spe-

cific topic is negative or positive. Considering the 

fact that people’s opinion directly influences the 

businesses and organizations it is no surprise that 

sentiment analysis receives a lot of attention. 

Although sentiment analysis has been applied 

largely worldwide, research on its usage and utili-

ty on Azerbaijani language is scarce. English lan-

guage has the luxury of having numerous annotat-

ed datasets as well as having well-tuned text pre-

processing techniques. Different from English 

language, natural language processing algorithms 

are not improved sufficiently in Azerbaijani which 

is an agglutinative language and therefore requires 

special pre-processing approaches. Furthermore, 

implementation of some well-known feature ex-

traction approaches is not experimented enough 

and investigating their effectiveness in natural 

language processing tasks namely, in sentiment 

analysis for an agglutinative language is one of 

the main objectives of the research. Additionally, 

the main purpose of our research is to build su-

pervised machine learning based, automatic sen-

timent polarity detection system for analyzing 

Azerbaijani social news articles. 

 

 

 

 

 

 

 

 

 

 

mailto:umidsuleymanov96@gmail.com


704

 
 
 

 

2 Literature Review 

As sentiment analysis is one of the prominent top-

ics nowadays there exists vast amount of experi-

ments applied with different methods. Sentiment 

analysis of text for Azerbaijani language had been 

investigated by Aida-zade et al. (2013). Multi ma-

chine learning algorithms had been applied for 

news classification in Azerbaijani language in 

(Suleymanov and Rustamov, 2018; Suleymanov et 

al., 2018; Aida-zade et al., 2018). Cambria (2016) 

distinguishes three main approaches in the field of 

sentiment analysis: knowledge-based, statistical 

and hybrid.  The first one is the method of classi-

fying text using rule-based algorithm to extract the 

sentiment. To help the organizations to improve 

their decision making and improve customer satis-

faction Zaw and Tandayya (2018) applied rule-

based algorithm called Contrast Rule-Based sen-

timent analysis to classify customer reviews au-

tomatically. Another rule-based algorithm is pro-

posed by Tan et al.  (2015) for classifying finan-

cial news articles. According to the research, ini-

tial stage was to determine the sentiment of each 

single sentence in the given financial news. Next 

stage was calculating positivity/negativity for the 

whole content of an article. 

Sentiment analysis is widely used to measure 

the public opinion about a given topic. Li et al. 

(2017) investigated relationship between Dow 

Jones Industrial Average and public emotions. 

During experiment approximately 200 million 

twitter data was collected that mentions 30 com-

panies which are part of the New York Stock Ex-

change. Researchers applied a different methodol-

ogy called SMeDA-SA. The method initially ex-

tracts all uncertain sentences from the document 

to create the vocabulary. As a result, the research 

indicated that stock price of companies can be 

predicted with the given methodology.  

One of sentiment analysis task – subjectivity 

detection applied before sentiment analysis for in-

creasing accuracy performance. Rustamov et al. 

applied Adaptive Neuro Fuzzy Inference System 

(2013a), Hidden Markov Models (2013b) and 

Hybrid models (2018) for detection of subjectivity 

analysis.  Same techniques had been applied for 

document level sentiment analysis (Rustamov et 

al., 2013). The method described by Araque et al. 

(2017) is an example of deep learning algorithm 

usage for sentiment analysis. Recently, deep learn-

ing is widely used to classify the text as it is capa-

ble of extracting public opinion regarding a spe-

cific topic and also works excellently with high-

level features. During the research, deep learning 

model was developed using word embedding and 

linear machine learning model was implemented. 

Sentiment analysis can also be used with the 

combination of different methodologies in the im-

plementation of various applications. One of the 

researches that benefited from application of sen-

timent analysis is done by Rosa et al. (2019). In 

the research, applications collect data about a user 

and give recommendations based on the data pro-

duced by the user. The research proposes an ap-

proach for a recommendation system which takes 

user’s current psychological state into account us-

ing sentiment analysis. Based on the mood of a 

user system sends different messages to the user 

including relaxing, peaceful, calm and etc.  

Bansal and Srivastava (2018) applied word2vec 

model with machine learning algorithms to classi-

fy user reviews. The word2vec model was used to 

represent 400.000 consumer reviews data from 

Amazon as vectors. Later, the vector representa-

tion of data was given to the classifier as an input. 

In order to classify the data both Continuous Bag 

of Words (CBOW) and Skip-Gram model were 

implemented in combination with 4 machine 

learning algorithms including SVM, Naive Bayes, 

random forest, and logistic regression. 

Severyn and Moschitti (2015) worked on an 

application that does sentiment analysis of tweets 

with deep learning models. They have applied un-

supervised natural language model to initialize 

word embeddings which were used as distant su-

pervised corpus in their deep learning model. The 

model was initialized by using pre-trained param-

eters of network, then trained on supervised train-

ing data from Semeval-2015. According to official 

test sets’ result, their model ranked first in phrase-

level and second in message-level tasks. 

In some researches it is observed that diction-

ary-based approaches are also effective to extract 

the sentiment from text data. Nigam and Yadav 

(2018) divided collected tweets into lexemes and 

matched the words with the terms in the diction-

ary. Matched words were weighted so that nega-

tive word gets -1 score and positive word gets +1 

score. The overall sentiment of document was cal-

culated by subtracting the weights of positive 

words from weights of negative words. 
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3 Methodology 

3.1 Data Collection 

Data collection and annotation is an essential step 

for training supervised machine learning algorithms. 

Not only the collected data should be relevant to the 

research objective but also the annotation process 

should be carefully designed in order to have no in-

consistencies among labeled data as they could 

scale up during training phase and lead to unsatis-

factory results. For conducting this research using 

supervised machine learning techniques, approxi-

mately 30000 news articles had been collected and 

monitored from online websites of famous Azerbai-

jani newspapers. News articles under social catego-

ry have been observed to contain more sentiment 

polarity and therefore found to be more suitable for 

sentiment analysis. The inter-annotator agreement 

had been established and an additional procedure 

had been implemented as a control mechanism in 

order to verify that the agreement had been fol-

lowed during annotation. One of the main require-

ments of agreement was to label only the articles in 

which sentiment has been explicitly expressed. For 

instance, an article about a social event cannot be 

annotated for its sentiment unless author explicitly 

shows its social benefits or downsides. This was 

done to eliminate any inconsistencies emerging 

from subjective assessment of annotators. The con-

trol mechanism had been implemented as follows. 

Firstly, each news article was given a unique identi-

fier and after random shuffling, articles were divid-

ed into small chunks each containing 500 articles. In 

the first run each annotator was given a chunk. After 

all annotators finished the first chunk, the second 

run began. In the second run, each annotator was 

given   a chunk and additionally 50 more already 

labeled articles without their labels. By comparing 

these 50 articles’ new labels with old ones, we could 

determine in which aspects annotators did not agree 

and made relevant adjustment to the annotation 

agreement to minimize the amount of disagreement 

in subsequent runs. In the following runs the steps 

of the second run were repeated until there was no 

chunk remaining. 12210 articles were labelled ac-

cording to above mentioned rules. Among the la-

beled news articles, 4565 of them were labeled as 

positive and 7645 were labeled as negative. In the 

next stages, we had applied k-folds cross validation. 

In this method k stands for the number of repetitions 

of splitting data into test and train part. Cross valida-

tion is a method in machine learning that is used for 

assessing the result of the applied algorithm. It 

helped us to estimate how accurately the model 

would work in real case situations. By considering 

that we may not have satisfactory amount of data to 

train the model, and while splitting data into test and 

train we eliminate some of the train data and it may 

cause underfitting problem, we have applied 10-fold 

cross validation. After each splitting we got the ac-

curacy score and when the splitting ended, we ob-

tained final accuracy by calculating the average. 

3.2 Data Preprocessing 

Getting clean data was first step of the experi-

ment. In order to get sentiment from data, stop 

words were cleaned, which have no sentiment but 

are highly frequent in the dataset and could de-

crease accuracy. Especially while applying fre-

quency based vectorizer, noisiness of data inter-

rupts quality of classification process.  

Dataset contained XML and HTML tags since 

they were taken from online resources. Especially 

names of websites, sources of the article, dates, 

URL links and JS tags were present in the dataset 

and they affected the prediction accuracy nega-

tively. For example, website names which end 

with the domain names such as “.az”, “.com”, 

“.org”, “.net”, “.ru”, “.edu”, “.gov” had been re-

moved. In addition, the ones that started with 

“http”, “https” and “www” and extra time tags 

were also deleted from data. Furthermore, all un-

necessary punctuations were cleaned except semi-

colon and dash, since they are used in compound 

words in Azerbaijani language. 

Finally, to eliminate difference between same 

words with different cases (uppercase and lower-

case), all tokens had been converted to lowercase. 

It is needed to mention that after preprocessing, 

number of words decreased, and consequently, 

dictionary size was reduced as well which speeded 

up the processing of data and the classification al-

gorithms. 

3.3 Feature Extraction 

In terms of natural language processing, there is 

an essential need to convert text data into a specif-

ic format which is appropriate for applying statis-

tical machine learning algorithms. The process is 

called feature extraction and there exists different 

methodologies for feature extraction. One of the 

commonly used methods is called bag of words 

model (BOW) that treats each single word as a 

feature. This approach takes collection of docu-
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ments and converts it into a list of unordered 

words called vocabulary (Chen et al., 2017). Next 

step is to create a vector representation of docu-

ments according to the size of given vocabulary 

where existence of each unique word defines the 

size. In a basic vectorizing models, it counts oc-

currence of each word in text and converts it to an 

array of real numbers.  

In the domain of machine learning, there exists 

various vectorization approaches one of which is 

counting based. Also called frequency based, it 

provides a sparse representation of corpus of doc-

uments as a matrix. However, frequency based 

vectorizer has several drawbacks. Firstly, not all 

words have sentiment value despite how frequent-

ly it is used in the document, namely, frequency of 

commonly used words could shadow other more 

significant and sentiment containing words. 

Therefore, to solve this problem term-frequency 

and inverse-document-frequency method (tf-idf) 

is widely used. In addition to the number of occur-

rence in the document tf-idf also takes into con-

sideration word’s density in the whole corpus of 

documents. It consists of two parts where term 

frequency provides count of each word and in-

verse document frequency reduces value of words 

that are densely used in the corpus. 

 Another approach of bag of words model is 

hashing based vectorizer. It maintains vectors rep-

resenting each term as an integer value. Different 

from others, it does not create dictionary, still hav-

ing larger matrix to encode a document. tf-idf and 

frequency based vectorizer generates high-

dimensional vector representations. Unlike them 

hashing based vectorizer suggests an efficient way 

to reduce the dimensionality of the vector.  It of-

fers default size for feature vector and provides an 

option to reduce and increase vector size. Howev-

er, probability of collision should be considered 

when choosing the size. If the number of unique 

words in the vocabulary exceeds the feature size it 

could lead to collision where several unique words 

could map to the same integer value.  

 It is not necessity to present each single unique 

term as an input to the vectorization method. Dif-

ferent word combinations can be used here includ-

ing unigram, bigrams, and trigrams. In unigram 

each word represents one feature. Additionally, we 

can also take combination of two words called bi-

grams, and combination of three words at a time 

called trigrams (Bhavitha et al., 2017). 

4 Classifiers 

4.1 Random Forest  

Random forest is one of the supervised learning 

algorithms, which is implemented in both regres-

sion and classification problems. This classifier is 

a collection of recursive, tree structured models. 

In decision tree, the prediction is done by split-

ting root training set into subsets as nodes, and 

each node contains output of the decision, label or 

condition. After sequentially choosing alternative 

decisions, each node recursively is split again and 

at the end classifier defines some rules to predict 

result. Conversely, in random forest, classifier 

randomly generate tree without defining rules.  

We have implemented random forest algorithm 

with the different vectorizer methodologies, and 

n-gram models as shown in Table 1 and got differ-

ent outcomes as described below. 

While considering the highest F1 score, we got 

93.33 percent from the combination of tf-idf 

vectorizer and unigram model. On the other hand, 

when taking highest recall and precision score 

separately, we obtain the highest recall score of 

97.38 percent. The highest recall score yields the 

precision of 82.91 and F1 score of 89.79 percent. 

Even though the recall is the highest, we got the 

lowest F1 score from that combination. Addition-

ally, the highest precision score which is 91.02 

percent provides 93.21 F1 score and the lowest re-

call score of 95.87 percent. As visible in the Table 

1 the second highest F1 score of 93.21 was ob-

Feature 

extraction 
n-

grams 
F1- 
Score 

Precision Recall 

Frequency 

based 

vectorizer 

Unigram 93.21 91.02 95.87 

Bigram 92.15 88.47 95.97 

Trigram 89.79 82.91 97.38 

 
Tf-idf 

Unigram 93.33 90.65 95.93 

Bigram 92.27 88.96 96.61 

Trigram 89.95 83.29 97.5 

Table 1:  Random Forest Classifier Result 
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tained from the combination of frequency based 

vectorizer and unigram model. It is noticeable that 

the difference between the first highest F1 score of 

93.33 percent and the second highest F1 score of 

93.21 is too close to each other and therefore was 

not statistically important.  The lowest F1 score of 

89.79 percent was obtained from the combination 

of frequency based vectorizer and trigram model. 

4.2 Naïve Bayes 

The second machine learning algorithm we have 

applied to our data set is Naive Bayes classifier. It 

is a probabilistic model, which is derived from 

Bayes Theorem that finds the probability of hy-

pothesis activity to the given evidence activity.  

According to naive Bayes rule each feature is in-

dependent from each other and because of the as-

sumption about independence, occurrence of one 

feature has no impact to others. Depending on the 

features, Bayes classifier has several forms includ-

ing Gaussian Naive Bayes classifier, Multinomial 

Naive Bayes, and Bernoulli Naive Bayes. In this 

research Multinomial Naive Bayes which is most-

ly used for document level analysis is implement-

ed. In this classifier, feature representation has 

been generated by multinomial distribution which 

reflects frequency of words like vectorization. 

Probability of an event i happening with multino-

mial Naive Bayes is formulated as: 

 

         
       

      
       

 

 

In this paper we have applied Multinomial Na-

ive Bayes classifier using alpha=1 with frequency 

based vectorizer and tf-idf vectorizer as described 

in the following table. Alpha parameter prevents 

model assigning null probabilities in case of 0 

term frequency. Below, table 2 clearly indicates 

the impact of combination of different 

vectorization methodologies, n-gram models on 

the F1, recall, and precision score. 

Table 2 presents that combination of frequency 

based vectorizer and bigram model provided the 

highest F1 score result of 95.47 percent. In con-

trast, the lowest F1 score result we got among the 

above combinations was 90.9 percent and was ob-

tained from tf-idf and trigram model. As can be 

seen from the table the lowest F1 score yields the 

lowest precision score of 90.0 percent. The high-

est precision score we got was 97.87 which yields 

the lowest recall score of 85.4 percent. The high-

est F1 score of 95.47 percent was obtained from 

the combination of frequency based vectorizer and 

bigram model. Additionally, it is noticeable from 

the table that while considering tf-idf results the 

highest F1 score we got 94.66 percent which was 

obtained from bigram model. This combination 

yields the recall score of 98.24 percent which is 

the second highest recall score and precision score 

of 91.34 which is the lowest precision score. 

4.3 Support Vector Machine 

The third classification algorithm that we have 

applied is SVM. the purpose of SVM classifica-

tion algorithm is to define optimal hyperplane in 

N dimensional space to separate the data points 

from each other. N dimensional space here is 

number of features: 

 

                    

                                 

 

   

 

Equation (1) describes the calculation of cost 

function and hypothesis for SVM. One of the im-

portant terms used in SVM is kernel parameter. 

When the data is so huge and hardly computation-

al, kernel is used to speed up and optimize SVM. 

There are different types of the kernel parameter 

such as linear kernel, polynomial kernel, rbf ker-

nel, and sigmoid kernel. In this research linear 

kernel parameter is used. In the research, we ana-

lyzed accuracy of SVM classification algorithm 

Feature 

extraction 
n-

grams 
F1- 
Score 

Precision Recall 

Frequency 

based 

vectorizer 

Unigram 94.87 95.87 93.9 

Bigram 95.47 97.24 93.77 

Trigram 91.2 97.87 85.4 

 
Tf-idf 

Unigram 94.1 91.54 96.97 

Bigram 94.66 91.34 98.24 

Trigram 90.9 84.2 98.75 

Table 2:  Multinomial Naive Bayes Classifier 

Result 
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with different vectorization and n-gram models 

which is described in the following table. 

Table 3 depicts the F1, recall, and precision re-

sults for SVM classifier using various feature se-

lection and n-grams models. As can be seen from 

the table the best F1 score we got 96.79 percent 

was from the combination of tf-idf vectorizer and 

unigram model. While considering frequency 

based vectorizer the highest F1 score which is 

95.51 percent was obtained from unigram model. 

When comparing the F1 score of unigram and bi-

gram models we do not observe huge difference 

between results. Recall values for the SVM classi-

fier ranged from 95.63 percent to 97.93 percent. 

The highest recall score was 97.93 which was ob-

tained from the combination of tf-idf and trigram 

model. As described in table the lowest F1 score 

92.82 percent and was gained from trigram model 

and frequency-based vectorization. 

4.4 Data Skewness and Classifier Compari-

sons 

As described in data collection section, the dataset 

was skewed towards negative samples with 7.6k 

negative samples and 4.5k positive samples. Hav-

ing skewness in a dataset can be considered nor-

mal as dataset is formed as a result of some natu-

ral phenomena which can inherently be biased to-

wards some category or other. In our case, news 

agencies play the role of data source which seems 

to be biased towards generating negative news ar-

ticles. This could be explained by the fact that this 

type of articles is catchier and preferred more by 

the readers.  

Having data skewness can have a direct impact 

on the results of a machine learning model and 

gaining further insights can contribute to obtaining 

higher results. Therefore, the impact of skewness 

on our dataset had been researched. Firstly, we ex-

amined the precision and recall score per class to 

see if skewness has a significant impact on the re-

sults.  

Class Recall Precision 

Positive 93.58 94.82 

Negative 96.89 96.23 

Table 4:  Per class precision and recall scores of 

SVM classifier 

Table 4 demonstrates that skewness in the da-

taset affects the performance of the classifier. 

Therefore, we explored several approaches for op-

timizing the results while working with skewed 

dataset. The considerable change came from the 

application of adjusting sample weights inversely 

to the frequencies of each class in SVM classifier. 

By this way, the classifier is penalized more for 

the mistakes made on samples from underrepre-

sented class, namely positive. This allowed to ele-

vate the recall score to 95.14 percent for the posi-

tive class and increase the precision score to 97.07 

percent for the negative class, while slightly low-

ering the recall to 95.95 percent. 

 

Figure 1: Accuracy of SVM, Naive Bayes, ran-

dom forest classifiers with vectorization methods 

Feature 

extraction 
n-

grams 
F1- 
Score 

Precision Recall 

Frequency 

based 

vectorizer 

Unigram 95.51 95.4 95.63 

Bigram 95.45 94.17 96.76 

Trigram 92.82 88.73 97.31 

 
Tf-idf 

Unigram 96.79 96.48 97.1 

Bigram 95.9 94.45 97.41 

Trigram 93.35 89.19 97.93 

Table 3: Linear SVM Result 
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Figure 1 demonstrates the accuracy results ob-

tained from implementation of tf-idf and frequen-

cy-based vectorization methods with each classifi-

cation algorithm. As can be seen from the figure, 

combination of SVM and tf-idf outperforms other 

classifiers with the 96 percent accuracy. The min-

imum accuracy was obtained from the combina-

tion of random forest classifier and tf-idf 

vectorizer with 91.4 percent accuracy. While con-

sidering accuracy result it is observable that accu-

racy range changes between 91 percent and 96 

percent. Random forest classifier does not offer 

huge difference between two vectorization meth-

ods as there is only 0.2 percent accuracy differ-

ence between tf-idf and frequency-based 

vectorization methods. When analyzing Naive 

Bayes classifier, the best accuracy we got was 

94.4 percent and was obtained from the frequency 

based vectorizer. 

5 Conclusion 

In conclusion, we experimented with three ma-

chine learning algorithms on news articles in 

Azerbaijani language. Comparing one classifier 

with another, depending on the n-gram model and 

vectorization method we obtained different results 

for different combinations. According to the re-

search the highest F1-score we got was 96.79 per-

cent with the implementation of SVM on tf-idf 

vectorizer and unigram model. Research also re-

vealed that Naive Bayes classifier give its best re-

sult 95.47 percent with the combination of fre-

quency based vectorizer and bigram model, while 

random forest acquires highest F1-score 93.33 

percent by using tf-idf based feature extraction 

and unigram model. 

 Additionally, for future work we plan to im-

prove our research by enlarging our dataset, add-

ing neutral class, applying rule-based algorithms 

and observing their performance in our dataset.  In 

addition to them, we are going to apply word em-

bedding with different classification algorithms. 
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