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1 Introduction 

Navigation in large indoor environments can be challenging 

for those new to a building complex or for the occasional 
visitor (e.g., Carlson et al., 2010), partly due to the more 

segregated nature of such spaces compared to outdoor spaces 

(Richter, Winter & Santosa, 2011). In many public spaces, 

this issue is addressed by installing systems of signage and 

you-are-here maps. But in today‘s age of smart phones and 
mobile Internet, there is an increasing number of approaches 

providing navigation assistance for indoor spaces on mobile 

devices. 

Such indoor navigation assistance faces several challenges, 

among them the lack of a globally available positioning 
mechanism as provided by the Global Positioning System 

(GPS) for outdoor spaces. Instead, almost all approaches rely 

on either some specialized positioning infrastructure installed 

in the buildings, or the mapping of some signal patterns to 

locations in the building, or both (Winter et al., 2017). Further 
challenges lie in representing indoor spaces in a way suitable 

for routing and navigation (Lorenz, Ohlbach & Stoffel, 2006; 

Richter, Winter & Santosa, 2011; Viaene, De Wulf & De 

Maeyer, 2016), and in providing navigation information to 

users in an adequate way. For a select—but increasing—
number of buildings, it is now possible to use Google Maps™ 

as you would for outdoor environments.  

But whether simply transferring principles of outdoor 

navigation assistance to indoor spaces is the ideal solution 
remains questionable. Navigation often involves level 

changes, and the space is often experienced as more 

immediate—with walls just next to the navigator—compared 

to outdoor spaces that have a more open-space feel (Fontaine, 

2001; Hölscher et al., 2006). This immediateness may require 
both the need for displaying more details on a map and the 

need for providing more overview in order to allow for 

relating a navigator‘s current position to the overall space. 

Creating such a map display on mobile devices with their 

limited screen estate poses a significant challenge (Dillemuth, 
2009; Gustafson et al., 2008; Wenig et al., 2016). 

Such considerations led us to conceive mobile indoor 

navigation assistance that ideally a) does not require highly 

accurate positioning mechanisms and b) lets us get away with 

presenting as little—or as simplified—information as 
possible. We opted for only using icons representing salient 

reference points (―landmarks‖) and, accordingly, term this 

kind of navigation assistance ―icon-based navigation.‖ In 

previous work we demonstrated that an abstract map 

representation just showing ordering of and rough direction 
information between decision points suffices for successful 

indoor navigation (Bigler et al., 2014); restricting presentation 

to only icons represents at least one more level of abstraction. 

In thi paper, we present the principal considerations behind 

this approach and a first prototype implementation that is used 
to explore the concept further, as well as results of an initial 

user study demonstrating the feasibility of icon-based 

navigation. 

 

 

2 Icon-based Navigation 

The aim of icon-based navigation is to present a user with 

navigation instructions that are 1) easy to read off a mobile 

device, 2) easy to relate to the indoor environment at hand, 

and 3) easy to implement using positioning mechanisms of 
varying accuracy and precision. We chose to use an icon-

based presentation based on the following considerations: 

1) Icons only require little screen space; considerably less 

than a map. They are simple, abstract graphical 
representations of real-world objects or concepts. Carefully 

choosing icons will make it easy for users to relate them to the 

object they represent even with just a short glance, i.e., they 

may take less time to process than textual instructions. In 

addition, it is possible to add further (iconic) information 
representing the wayfinding action (e.g., to go up some stairs 

or to pass through a door). 

2) Using icons to represent real-world objects corresponds 

to pointing out reference objects in an environment, i.e., they 

link wayfinding actions with locations in the space. Ideally, 
these objects will be salient and relevant to the navigation 

task, i.e., have a landmark character (Richter & Winter, 2014). 
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This will make it easier for navigators to identify which action 
to perform where. And since people will (need to) look for the 

objects referred to by the icons in their surrounding 

environment, this will likely increase their engagement with 

the environment and the navigation task. Thus, they may learn 

more of the environment countering some of the effects of 
disengagement and lack of attention observed with current 

mobile navigation assistance (e.g., Gardony et al., 2013; 

Leshed et al., 2008). 

3) As navigators will have to identify the location of the 

referenced objects in the environment, and then perform the 
according wayfinding action in relation to that object , there is 

no need to precisely position users in an indoor environment  

when triggering instructions. It will suffice to ensure that they 

are in an area close enough, such that the object is 

perceivable. This allows for some flexibility in the exact 
positioning mechanisms connected to an icon-based 

navigation system, thus, at least alleviating one of the major 

challenges of indoor navigation assistance addressed above. 

 

3 Prototype Implementation 

In order to test the feasibility of our envisioned concept of 

icon-based navigation, and to being able to further explore 

how to best design such assistance, we implemented a first 

prototype of an icon-based navigation assistance system as an 

Android application—termed Inavicon. For now, the 
prototype is restricted to operate in one of our university‘s 

buildings, which still enables an initial exploration of the 

concept, and to empirically assess whether such a navigation 

process works.  

 

3.1 Landmarks and Icons 

We explored the building looking for objects that are at the 
same time easily recognizable, suited to be represented in icon 

form, and useful in a navigation context, i.e., may serve as 

landmarks. In that, we followed the classification of indoor 

landmarks by Ohm et al. (2014). Additionally, we ensured 

that other landmarks are visible from the current object‘s 
location in order to allow for seamless navigation between 

waypoints (see Section 3.3). Figure 1 shows the icons 

depicting the sequence of landmarks that need to be passed 
along the route used in the evaluation (Section 4). The initial 

choice of icons was somewhat ad-hoc; currently we are 

working on a systematic taxonomy of suitable icons and their 

design, which will eventually be confirmed by an empirical 

evaluation. 
 

Source: Icons made by Freepik from www.flaticon.com; 
modified. 

 

3.2 Positioning 

As discussed above, icon-based navigation requires a 

positioning mechanism in order to know that navigators are 

close to a waypoint (but it may do without; see Section 5).  

For each identified landmark, we define a geofence around 

it. Once a navigator enters this fence, they are deemed to be 
close enough to the landmark to detect it. Geofences were 

implemented using Proximi.io1. Positioning relies on a 

mapping of geomagnetic field readings to locations in the 

building. For the prototype, we mapped two floors of the 

building using IndoorAtlas tools2. 
 

3.3 Interface and Navigation Process 

As discussed in Section 2, one aim of icon-based navigation is 
to keep information presentation to a minimum. Accordingly, 

the user interface is rather simple. Figure 2 shows the 

interface at different stages during the navigation process. 

At the start of a route, a user is faced with a simple button. 

Pressing that button, the first icon is displayed, representing 
the first landmark to reach. This landmark needs to be visible 

                                                                 
1
 https://proximi.io 

2
 https://www.indooratlas.com 

Figure 1: Icons representing the sequence of landmarks for the 

evaluation route. 

 

Figure 2: Snapshots of the prototype user interface. Left the start screen, the middle showing an example of an icon representing 

the next waypoint; to the right highlighting an icon to indicate that the waypoint has been reached. 

     
 



AGILE 2018 – Lund, June  12-15, 2018 

 

3 
 

from the origin of the route. Once a navigator enters the 
geofence of the displayed landmark, the icon on the screen is 

highlighted to indicate that the landmark has been reached. 

Then the next icon appears indicating the next landmark. This 

repeats until the navigator has reached their destination. 

 

4 Evaluation 

We performed a first empirical user study in order to explore 

whether the concept of icon-based navigation is feasible at all 

and to get some first insights into how navigators perceive and 

perform with such assistance. 
 

4.1 Participants, Material, and Methods 

In total, 25 people (about one third women, two thirds men, 
between 20 to 30 years old) participated in the study. They 

were randomly divided into two groups of 13 and 12 

participants, respectively. One group used Inavicon; the other 

group received a textual description of the same route, which 

was displayed as a text message in the phone‘s messaging 
app. 

We used a Motorola Nexus 6 running Android 7.0. We 

selected one route through the university building as our 

evaluation route. The route included two level changes and 

several right and left turns, as well as the passing through 
doors. The selected route did not reflect typical routes through 

the building, so even if participants were partially familiar 

with the building, the specific route was new to them. 

Participants were informed that we were testing indoor 
navigation assistance tools. They were instructed to walk from 

origin to destination following the respective instructions, 

using a slow, controlled pace. The group using Inavicon were 

familiarized with the app first. Participants were followed by 

one of the authors who recorded any interesting navigation 
behavior, such as stops, navigation errors (wrong turns), and 

hesitations, as well as the time it took to complete the route. 

After route following, we performed a semi-structured 

interview with the participants asking about which strategies 

they had used while navigating; the Inavicon group was also 
asked about their perception of usefulness and performance of 

the app and how it may be improved. We do not detail these 

qualitative results here (but see Section 5 for some of the 

feedback we received). 

Finally, we asked participants in both groups to pick photos 
of all spatial scenes they had encountered along the route from 

a stack of 14 photos, of which 7 were correct. Participants 

were then asked to sort these photos in order of appearance 

along the route. Scoring of this memory test was done 

following Oliver & Burnett (2008). The maximum possible 
score is +17, the minimum score -14. 

 

4.2 Results 

In the analysis, we excluded data from one participant because 

they failed to follow the instructions. 

Table 1 lists the means and standard deviations for the two 

groups regarding the different factors measured in the 

experiment. The Inavicon group was slower than the text 
group. The difference is statistically significant according to a 

t-test for independent measurements (t(22)=2.97, p=0.007). 

We also observe a high variance in this factor, indicating that 
the performance of participants varied widely. 

 

 
 

We do not find statistically significant differences for errors 

and hesitations between the two groups. The Inavicon group 
had a higher score on the memory test than the ‗text‘ group, 

but this is not statistically different. Note that these scores are 

lower than expected and show a high variance in both groups. 

Six participants received a score of 0 by picking as many 

correct images as incorrect ones. 
 

5 Discussion and Outlook 

Overall—and most importantly—results demonstrate that 

icon-based navigation works in principle. Participants did find 

the destination, making one wayfinding error on average—as 
did those receiving the textual description of the route. 

However, participants took significantly longer using 

Inavicon compared to the text group. This may partly be 

explained by navigators needing to actively search for the next 

object to go to once they have reached the current waypoint, 
i.e., they engage in a visual search task that may take some 

time in some instances. Further, in order to keep the 

evaluation simple from a technological perspective, the text 

message showed the complete instructions at once. This may 

have helped participants to prepare for upcoming decision 
situations, reducing the time they needed. As part of future 

work, we plan to compare Inavicon to ‗traditional‘ turn-by-

turn instructions to account for the current differences in 

instruction mode. Additionally, we found that the chosen 

positioning mechanism was not always stable. Sometimes 
participants had to wait for the app to catch up to their actual 

location, and sometimes it would not change to the next icon 

in time (or too soon), leading to some confusion and waiting 

time. These issues highlight the need for developing 

positioning mechanisms that are infrastructure-independent 
(Löchtefeld et al., 2010; Winter et al., 2017), which is another 

aspect of future work. 

We found no differences in the acquired spatial knowledge 

between the two groups. Given that the scores for the route 

knowledge test are lower than expected for both groups, we 
can assume that the test was likely too difficult for the 

participants. This may be partly attributed to the photo stimuli 

used in the test, some of which may not always have captured 

spatial scenes in an appropriate way for participants to know 

whether they had encountered that scene. And partly 
participants reported difficulties to always reliably identify 

what object and/or action an icon refers to, an issue which 

may also be reflected in scene recognition, and one we are 

addressing in our current work. For example, participants in 

the Inavicon group reported difficulties in interpreting the 
door icons. Despite findings that functional landmarks, such 

Table 1: Descriptive results of the evaluation study. 

Group Time (s) Errors Hesitations Memory 
test 

Inavicon 328.15 

(72.25) 

1.15 

(0.9) 

2.31 

(0.856) 

4.31 

(3.79) 

text 261.17 

(44.21) 

0.92 

(0.67) 

2.58 

(1.08) 

3.83 

(2.55) 
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as doors, receive a lot of perceptual attention (Ohm et al., 
2014), there are often multiple doors visible at any given 

location, meaning they are not necessarily always the ideal 

landmark to use in instructions. Navigators must identify the 

correct door first—supported here by adding a label to the 

door icons. And second, the correct action must be identified, 
for example interpreting an open door as corresponding to 

passing through that door. Still, most errors and hesitations 

occurred at the same locations across participants, and 

independent of experimental condition. This indicates that 

these locations were difficult to navigate regardless of 
instruction mode (cf. Bigler et al., 2014).  

Given these issues, another aspect of future work will 

comprise of more systematically creating an ‗icon 

vocabulary‘, i.e., a taxonomy of objects that are easy to 

identify in the real world, have a corresponding easy to 
interpret icon representation, and that are generally well suited 

to denote navigation actions. Finally, some fallback strategies 

need to be developed in case some areas of an indoor space 

may not contain any suitable landmark objects at all. 

In summary, we see these first results of icon-based 
navigation as very encouraging, and as opening up avenues 

for promising future research. 
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