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Abstract

Many computer systems are comprised of multiple entities (or agents) with common
objectives. Though these systems can be made intelligent, using artificial intelligence
techniques, individual agents are often restricted in their capabilities and have only
limited knowledge of their environment. However, the group as a whole is capable
of executing more complex tasks than a single agent can perform. Individual agents,
therefore, need to coordinate their activities in order to meet the design objectives
of the entire system. Implementing a centralized control for distributed computer
systems is an expensive task due to the high computational costs, the communica-
tion overhead, the curse of dimensionality and the single point of failure problem.
The complexity of centralized control can be reduced by addressing the problem
from a multi-agent perspective. Moreover, many real-world problems are inherently
decentralized, where individual agents are simply unable to fulfill their design ob-
jectives on their own. In multi-agent systems with no central control, agents need
to efficiently coordinate their behavior in a decentralized and self-organizing way
in order to achieve their common, but complex design objectives. Therefore it is
the task of the system designer to implement efficient mechanisms that enable the
decentralized coordination between highly constrained agents.

Our research on decentralized coordination is inspired by the challenging do-
main of wireless sensor networks (WSNs). The WSN problem requires resource-
constrained sensor nodes to coordinate their actions, in order to improve message
throughput, and at the same time to anti-coordinate, in order to reduce commu-
nication interference. Throughout this thesis we analyze this (anti-)coordination
problem by studying its two building blocks separately so that we form a solid basis
for understanding the more complex task of (anti-)coordination. We study pure
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coordination in the problem of convention emergence and pure anti-coordination in
dispersion games. We then study the full problem of (anti-)coordination in time, as
seen in the WSN domain.

Our main contribution is to propose a simple decentralized reinforcement learn-
ing approach, called Win-Stay Lose-probabilistic-Shift (WSLpS), that allows highly
constrained agents to efficiently coordinate their behavior imposing minimal system
requirements and overhead. We demonstrate that global coordination can emerge
from simple and local interactions without the need of central control or any form
of explicit coordination. Despite its simplicity, WSLpS quickly achieves efficient
collective behavior both in pure coordination games and in pure anti-coordination
games. We use our approach in the design of an adaptive low-cost communication
protocol, called DESYDE, which achieves efficient wake-up scheduling in wireless
sensor networks. In this way we demonstrate how a simple and versatile approach
achieves efficient decentralized coordination in real-world multi-agent systems.
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Chapter 1

Introduction

The aim of this dissertation is to present the tools necessary to enable the efficient
decentralized coordination between cooperative, but highly constrained entities (or
agents) in a multi-agent system. Our work on decentralized coordination is inspired
by the challenging domain of wireless sensor networks, where sensor nodes need to
efficiently coordinate their activities in order to fulfill the complex objectives of the
user. We apply techniques from Artificial Intelligence (AI) in order to make multi-
agent systems intelligent, allowing individual agents to coordinate their behavior
in a decentralized manner and thus accomplish their design objectives. We take
the standpoint of cooperative game theory and develop simple learning approaches
that allow individual agents to have efficient adaptive behavior and take distributed
goal-oriented decisions. Below we provide an introduction to agents and motivate
the need for decentralized coordination in multi-agent systems in general.

1.1 Agents
In the field of computer science, any entity that can autonomously act in its envi-
ronment is called an agent. Though there is a widespread debate over the precise
meaning of the term agent, the definition that is in line with our views is that of
Jennings et al. [1998]:

Definition 1 (Agent). An agent is a computer system, situated in some environ-
ment, that is capable of flexible autonomous action in this environment in order to
meet its design objectives.

1



2 Chapter 1. Introduction

Due to the broad nature of this definition, we need to further elaborate on a
number of important issues. First of all, Jennings et al. consider that an agent
is a computer system, although the above definition may also apply to biological
entities, such as ants, birds, or humans. Nevertheless, throughout this dissertation
we will focus on computer agents, such as electronic devices and robots. Secondly,
no specific environment is mentioned, as it refers to the wide range of settings, in
which agents might find themselves. Agents need to be autonomous, so that they
are able to operate without human intervention. Lastly, the agent’s design objectives
specify to a certain extent the purpose or goals of that agent. This definition does
not reflect how agents can achieve their design objectives. Certain objectives are
relatively simple and require purely reactive agents, such as surveillance cameras
starting to record upon motion, or smoke detectors triggering an alarm at the first
signs of fire. As design objectives become more complex, agents need to reason about
their environment in order to meet those objectives. A team of robot vehicles, for
example, needs to be able to navigate autonomously in an unfamiliar terrain without
crushing into obstacles or into each other. Similarly, the microcontrollers of an air-
craft need to take a large number of factors into account when flying autonomously.
Agents need to execute (complex) autonomous actions in a goal-oriented manner
and adapt to changes in the environment. Wooldridge & Jennings [1995] distin-
guish 3 characteristics that agents need to possess in order to satisfy their design
objectives:

• reactivity: the ability to perceive their environment and respond in a timely
fashion to changes that occur in it.

• proactivity: the ability to take initiative and exhibit goal-directed behavior.

• social ability: the ability to interact with other agents, including humans.

Designing a goal-directed agent to operate in a static environment is a relatively
simple task, but when multiple agents act simultaneously in the same environment,
they must be able to react to external changes, caused by the actions of other
agents. A purely reactive agent, on the other hand, may be unable to meet its
design objectives unless it takes initiative to pursue its goals. Thus, the challenge in
designing agents is to find a good balance between reactivity and proactivity. Finally,
the social ability allows agents to communicate with other agents that are situated
in the same environment. Summarizing the characteristics above, an agent must be
able to react timely to changes in its environment in an autonomous goal-directed
manner and interact with other agents in the system in order to meet its design
objectives.
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1.2 Intelligent multi-agent systems

Many biological or computer systems are comprised of multiple agents with com-
mon objectives. Some examples from biology are insect colonies, animal herds, and
human crowds. Other examples include computer networks, and robot swarms.
Though computer systems can be made intelligent using artificial intelligence tech-
niques, individual agents are often restricted in their capabilities and have only
limited knowledge of their environment. However, the group as a whole is capable
of executing more complex tasks than a single agent can perform. Agents, there-
fore, need to use their social ability in order to meet their often complex design
objectives. For example, a single ant does not know the precise location of a food
source, and is limited in the amount of food it can carry. A group of ants, on the
other hand, through collective efforts, is able to gather food for the entire colony.
Such multi-agent systems (MASs) are common in nature and are widely studied in
computer science. Jennings et al. [1998] define a MAS as follows:

Definition 2 (Multi-Agent System). A multi-agent system is a loosely coupled net-
work of agents that work together to solve problems that are beyond the capabilities
or knowledge of individual agents.

1.3 Decentralized coordination

There are numerous examples of single-agent problems, whose complexity can be
reduced by addressing the problem from a multi-agent perspective. For example,
traffic lights guiding vehicles through a city, or surveillance cameras tracking mov-
ing targets are typically implemented in a centralized manner. However, centralized
adaptive behavior for all traffic lights or cameras in a city are expensive tasks due
to the high computational costs, the curse of dimensionality and the single point
of failure problem. Moreover, many complex problems are inherently decentral-
ized. Central control is simply unavailable and costly to set up in problems such as
computer devices communicating over a wireless medium, or robot vehicles explor-
ing large unfamiliar terrains. In these settings individual agents are simply unable
to fulfill their design objectives on their own. Another example of a decentralized
problem is the energy trade in the smart grid, where having a central entity is unde-
sirable, due to the monopoly it exercises on the energy market. In such multi-agent
systems agents need to coordinate their behavior in a decentralized manner in order
to solve complex problems and achieve their design objectives.
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1.4 Motivation
Our work on decentralized coordination is inspired by the challenging domain of
wireless sensor networks (WSNs). We will first describe the WSNs as a real-
world example that motivates the need for decentralized coordination as well as
anti-coordination (or (anti-)coordination for short) in multi-agent systems. As we
will see, the (anti-)coordination problem that agents are facing is complex, con-
sidering the nodes’ constrained abilities and the limited environmental feedback.
We will explore the two components separately so that we form a solid basis for
studying the more complex problem of (anti-)coordination. Moreover, the indi-
vidual components are challenging by themselves and are already present in other
real-world scenarios, as we will see in Chapters 3 and 4. We will study the pure
coordination problem in the domain of convention emergence, followed by the
pure anti-coordination task in dispersion games. Both these problems, when ex-
amined separately, present agents with a relatively simpler coordination task than
the combined task of coordination and anti-coordination. Nevertheless, the limited
feedback from the environment and the lack of central control make these problems
still challenging.

1.4.1 Coordination in wireless sensor networks

A wireless sensor network is a collection of small autonomous devices (or nodes),
which gather environmental data with the help of sensors. A more detailed de-
scription of WSNs can be found in Chapter 5. Some applications, such as habitat
monitoring, or search and rescue, require that sensor nodes are small to be eas-
ily deployed and inexpensive so that they are disposable [Warneke et al., 2001].
However, the limited resources of such sensor nodes make the design of a WSN
application challenging. Application requirements, in terms of lifetime, latency, or
data throughput, often conflict with the network capacity and energy resources.

1.4.1.1 Challenges in coordination

WSNs are an example of a multi-agent system, where highly constrained sensor
nodes need to coordinate their behavior in a decentralized manner in order to fulfill
the requirements of the WSN application. Here we list some of the main challenges
in this domain, together with the design requirements for WSN applications:

• A message transmission by one node may cause communication interfer-
ence with another, resulting in message loss. Therefore, the sender needs to



1.4. Motivation 5

coordinate its transmissions not only with the receiver but also with other
nodes within range.

• There is no central control, as the sensor nodes are typically scattered over a
vast area. There is no single unit that can monitor and coordinate the behavior
of all nodes. As a result, nodes need to coordinate their transmissions in a
decentralized manner.

• Communication is expensive in terms of battery consumption, since the
radio transmitter consumes the most energy. For this reason agents cannot
coordinate explicitly using (energy-expensive) control messages, such as a node
saying to all nodes in range “I will transmit a message in 5 seconds, so everyone
please stay silent” .

• Due to the small transmission and sensing range, nodes have only local in-
formation and lack any global knowledge (e.g. of the network topology).
Again, communicating such local information comes at a certain cost. Thus,
nodes should be able to adapt their behavior based on local interactions alone.

• Nodes possess limited memory and processing capabilities and therefore
cannot store large amounts of data, or reliably execute complex algorithms.
The coordination behavior needs to be simple and have low memory require-
ments.

• Sensor nodes cannot directly observe the actions of others, but only the
effect of their own actions. When a sensor node selects transmit and the
message is not acknowledged by the recipient, the sender does not know if the
receiver was itself transmitting, sleeping, or it was listening but encountered
interference.

The design objectives of individual nodes are to forward their sensor measure-
ments towards the sink in a timely fashion. As stated above, successful communica-
tion between two nodes requires good coordination with all nodes in range. When a
node needs to transmit a message at a given time, the intended receiver must listen
for messages. We refer to this type of coordination in time between a sender and a
receiver as synchronization. The two nodes perform the same action at the same
time, i.e. forward a message towards the sink. The sender and receiver nodes we
call “communicators” for short, while all other nodes in range of the communicators
we call “neighbors”. In addition to communicators synchronizing, no other neigh-
bors can forward a message at the same time, because their message will interfere
with the transmission between the two communicating nodes. Therefore, the other
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neighbors should sleep instead. This type of coordination in time between the com-
municators and neighbors we call desynchronization, since the two groups cannot
perform the same action at the same time, i.e. they cannot forward a message when
another message is being forwarded. They need to desynchronize their activities in
time, so that transmissions do not occur simultaneously in close proximity.

In literature pure coordination is described as the problem where all agents need
to select the same action to avoid conflict. Analogously, pure anti-coordination is
the problem where neighboring agents need to select different actions. Little atten-
tion has however been given in literature to MASs where either pure coordination
or pure anti-coordination of the system is impractical and/or undesirable. In many
MASs, an optimal solution is intuitively found where sets of agents coordinate with
one another, but anti-coordinate with others. Nodes communicating in a wireless
sensor network are only one example. Other examples include traffic lights guiding
vehicles through crossings in traffic control problems and jobs that have to be pro-
cessed by the same machines at different times in job-scheduling problems. In such
cases applying pure coordination or pure anti-coordination alone is not appropri-
ate to address the problem (e.g. all traffic lights showing green, or complementary
jobs processed at different times). In these systems, agents should logically organize
themselves in groups, such that the actions of agents within the group are coordi-
nated, while at the same time being anti-coordinated with the actions of agents in
other groups. We refer to this concept for short as (anti-)coordination. An im-
portant characteristic of these systems is also that agents need to (anti-)coordinate
their actions without the need of centralized control. Moreover, in such decentral-
ized systems no explicit grouping is necessary. Rather, these groups emerge from
the global objectives of the system, and agents learn by themselves to which groups
they should belong (e.g. to maximize throughput in a routing problem).

We draw here a parallel to the literature on cooperation and defection in order
to compare it to our subject of coordination and anti-coordination. In these terms,
successful message forwarding requires cooperation between nodes, while the time
constraints imply competition for the shared communication medium. Therefore,
agents are faced with a challenging task. On the one hand individual agents are
self-interested in the sense that they maximize their own payoff and “compete” for
the medium. On the other hand agents are owned by the same user and therefore
they are fully cooperative and have the same goal, i.e. to forward messages to the
sink, only coordinating their behavior in a decentralized manner is hard. Therefore
the system designer has the task to align the global system objective of efficient
message forwarding with the individual agent objective of successful transmission
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of messages, such that global coordination emerges from the self-interest of agents.
For this reason we do not study the factors that promote cooperation, as agents
belong to the same user. Instead, we explore approaches that align individual with
global objectives and help agents coordinate in a decentralized manner under limited
environmental feedback.

At each time step, each sensor node needs to both synchronize with its commu-
nicating partner and at the same time desynchronize with all other nodes in range.
We refer to synchronization as coordination in time, while desynchronization stands
for anti-coordination in time. When two or more agents “attune to each other”
we speak of coordination, while when agents “avoid each other”, we refer to it as
anti-coordination. Although coordination and anti-coordination are studied sepa-
rately in literature, in this thesis it becomes obvious that there is no fundamental
difference between the two. We note that in coordination games a global solution
always exists where all agents select the same action. However, a global solution in
anti-coordination games, where neighboring agents select different actions, need not
always exist. Provided there are solutions in both types of coordination problems,
we will see that anti-coordination is merely another form of coordination, rather
than its opposite. Throughout this dissertation, when we mention coordination in a
more general context (e.g. as in the title of this thesis), we mean both coordination
and anti-coordination. Sometimes we will write this as (anti-)coordination. In a
more detailed context (e.g. when we analyze specific agent interactions) we make a
distinction where necessary. However, both terms mean one and the same thing —
that agents select the appropriate actions in order to avoid conflicts, based on the
specification of the underlying game. When coordination (or anti-coordination) is
not successful, we say that agents experience conflicts with each other. Moreover,
from game-theoretic point of view, successful and unsuccessful coordination differ
only in the feedback that agents receive from their interactions.

Below we show an example of the (anti-)coordination problem that sensor nodes
are facing when forwarding data. In Chapter 5 we will examine that problem in
more detail.

Example ((De)Synchronization in WSNs). Consider a number of wireless sensor
nodes, arranged in an arbitrary topology. For a successful transmission between two
nodes, the sender needs to put its radio in transmit mode, the intended receiver needs
to listen to the channel, while all other nodes in range need to turn off their radios.
In the absence of central control, how can all nodes in the wireless sensor network
learn over time to (de)synchronize their activities, such that they successfully forward
data to the sink?
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Although in this dissertation we will closely examine the decentralized coordina-
tion problem in the WSN domain, that problem is present in numerous other areas
as well. For example traffic lights on neighboring intersections need to coordinate
their cycles in order to efficiently route the traffic flow through the city. Another ex-
ample is the coordination between robot units exploring an unfamiliar environment.
The solutions we propose for decentralized coordination in WSNs are applicable
in these domains as well. Thus, the main question we as system designers
are investigating in this thesis is the following: How can the designer
of a decentralized system, imposing minimal system requirements and
overhead, enable the efficient coordination of highly constrained agents,
based only on local interactions and incomplete knowledge?

1.4.1.2 Our method

In order to design a reliable methodology for WSN applications, one must enable
the decentralized coordination between highly constrained sensor devices. Based on
the above challenges, sensor nodes need to rely on simple decentralized coordination
mechanisms that work with limited feedback and are based on local information.
Moreover, coordination cannot be explicit in the form of additional control messages,
due to the communication costs. Sensor nodes need to make efficient use of their
limited resources while following their design objectives. In this thesis we develop
simple learning approaches that allow agents to have efficient adaptive behavior and
take distributed goal-oriented decisions. In Section 2.3 we present the approaches
considered in this thesis.

We rely on the reinforcement learning (RL) framework to make individual agents
optimize their own performance by considering the effect of their actions on other
agents in the system. However, due to the distributed nature of the WSN domain
and the limited information available, individual nodes cannot measure the global
system performance in order to optimize their long-term behavior. Nevertheless, we
show that maximizing immediate payoffs not only significantly reduces the learning
duration, which is rather costly in the WSN domain, but also results in near-optimal1

network performance by (de)synchronizing the activities of nodes. In Chapter 5
we present in more detail the problem of (de)synchronization in wireless sensor
networks.

1 the difference with optimal latency is in the matter of milliseconds to a few seconds
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1.4.2 Coordination for convention emergence

As we saw above, the decentralized coordination problem in wireless sensor networks
involves both coordination (in the form of synchronization) and anti-coordination (or
desynchronization). Moreover, this (anti-)coordination has to be performed in time,
i.e. at each time step agents need to (anti-)coordinate with their neighbors. In this
thesis we will first split the WSN problem in several components and analyze each
one individually. Only then will we approach the full problem of (anti-)coordination
in WSNs.

Most generally, a convention in a MAS is a behavior that is common among
agents, e.g. driving either on the right side or the left side of the road. In pure
coordination games agents benefit from selecting the same action as others (see
Section 3.4 for details). If all agents have learned to select the same action at every
step in repeated pure coordination games, we say that they belong to a convention.
Therefore, a convention can be seen as a solution to a pure coordination problem,
where agents can realize mutual gains if they exhibit common behavior, i.e. if a
convention emerges in the MAS.

In Chapter 3 we study how conventions can emerge as a solution to repeated
decentralized coordination problems in large multi-agent systems. To illustrate the
concept of conventions in WSNs, we present an example of a pure coordination
problem, which we will study and elaborate on later in this thesis.

Example (WSN pure coordination). Consider an arbitrary network of nodes, which
typically communicate on different frequencies (or channels) in order to avoid radio
interference. Every so often, all nodes need to switch to the same channel, regardless
which, in order to exchange control messages, e.g. to synchronize their clocks. In
the absence of central control, how can all nodes in the wireless sensor network learn
over time to select the same broadcast frequency?

Here a channel cannot be decided in advance since the quality of some channels
is worse than the quality of others due to external disturbances. Thus energy con-
strained sensor nodes need to quickly learn to select the same reliable frequency in
repeated interactions under very limited feedback from the environment.

1.4.3 Anti-coordination in dispersion games

Besides synchronization, the WSN coordination problem involves desynchronization
between nodes, or anti-coordination in time. The anti-coordination problem arises
when multiple agents need to select actions, such that no two adjacent agents have
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the same action. Vehicles arriving at an intersection is an example of an anti-
coordination task, where agents should take different actions (e.g. yield or proceed)
in order to avoid conflict.

Dispersion games [Grenager et al., 2002] model the anti-coordination problem
between agents in a fully connected network of arbitrary size, where the aim is to
let agents maximally disperse over the set of actions. In WSNs, however, the anti-
coordination problem is played on a graph and hence is more complex, since agents
need to disperse their actions, taking into account the topological restrictions of the
graph. Simply dispersion over the set of available actions will not necessarily result
in good performance since locality now plays a role and neighboring agents on the
graph may still experience conflicts.

In Chapter 4 we study the pure anti-coordination problem, as well as the com-
bined problem of coordination and anti-coordination in single-stage repeated games.
The combined (or (anti-)coordination) game resembles the (de)synchronization prob-
lem of nodes in a wireless sensor network, which we study in detail in Chapter 5. To
study the problem of pure anti-coordination between nodes in a WSN, in Chapter 4
we elaborate on the following problem.

Example (WSN pure anti-coordination). Consider a wireless sensor network of an
arbitrary topology, where sensor nodes need to forward large amounts of data. To
allow for parallel transmissions, neighboring nodes need to select different frequencies
(or channels) to send their data simultaneously. In the absence of central control,
how can neighboring nodes in the wireless sensor network learn over time to transmit
on different frequencies?

The above example demonstrates the pure anti-coordination problem faced by
highly constrained agents under limited environmental feedback. Individual sensor
nodes need to rely on a simple decentralized approach that allows agents to anti-
coordinate their actions through only local interactions.

1.5 Problem statement

In multi-agent systems with no central control, agents need to efficiently coordinate
their behavior in a decentralized and self-organizing way in order to achieve their
common, but complex design objectives. Therefore it is the task of the system de-
signer to implement efficient mechanisms that enable the decentralized coordination
between highly constrained agents. In this thesis we take the role of designers of
decentralized systems and investigate the following problem, which motivates our
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research:

How can the designer of a decentralized system, impos-
ing minimal system requirements and overhead, enable the
efficient coordination of highly constrained agents, based
only on local interactions and incomplete knowledge?

As outlined in Section 1.4 some decentralized systems require agents to both
coordinate with some agents and at the same time anti-coordinate with others,
which we term (anti-)coordination for short. To answer the above question and form
a solid basis for studying (anti-)coordination games, we first split the decentralized
coordination problem in its two components, namely pure coordination and pure
anti-coordination and analyze the two components individually. To obtain a better
understanding of each component, we pose the following research questions:

Q1: How can conventions emerge in a decentralized manner in pure coordination
games?

Q2: How can agents achieve pure anti-coordination in a decentralized manner in
dispersion games?

We propose a simple decentralized approach that allows agents to achieve efficient
collective behavior in pure coordination games. We also show the performance of the
same approach in pure anti-coordination games, as well as in the (anti-)coordination
game. To study the (anti-)coordination game in time in the context of a real-world
scenario, we pose the following question:

Q3: How can highly constrained sensor nodes organize their communication sched-
ules in a decentralized manner in a wireless sensor network?

We use our approach in the design of several low-cost communication proto-
cols for efficient (de)synchronization in wireless sensor networks. In this way we
demonstrate how a simple and versatile approach achieves efficient decentralized
coordination in real-world multi-agent systems.

Designing an intelligent decentralized system of agents that operate on limited
resources is undoubtedly a challenging task. The challenges stem from the charac-
teristics of the above problems, namely:

• multiple highly constrained agents act autonomously in the same environment;

• agents are fully cooperative and have the same goals, but have no mechanism
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of coordination;

• the MAS has complex design objectives, beyond the capabilities of individual
agents;

• there is no central control over the agents and they have no global knowledge.

In this thesis we study how one can overcome these challenges and achieve effi-
cient decentralized coordination in multi-agent systems.

1.6 Summary and contributions
In Chapter 2 we make an extensive overview of game-theoretical concepts in order to
have the necessary tools for modeling the strategic interactions between players, par-
ticipating in a game. We describe the details of coordination and anti-coordination
games, as well as combined (anti-)coordination game. We outline the theory behind
the reinforcement learning (RL) framework and describe three common learning al-
gorithms, which serve as the basis for our proposed approach. Lastly, we introduce
the preliminaries of the theory of Markov chains, which allows us to examine the
convergence properties of our learning approaches and describe how the behavior of
agents changes over time.

In Chapter 3 we survey the first part of the (anti-)coordination game, namely
pure coordination. We describe in detail the problem of convention emergence and
the underlying interaction model of agents, comparing it to related literature. The
main contributions of this chapter are the following:

• We propose Win-Stay Lose-probabilistic-Shift (WSLpS) — a decentralized ap-
proach, based on the RL framework, for fast convention emergence, and outline
its advantages, compared to other algorithms, proposed in the literature on
coordination games.

• We analytically study its properties using the theory of Markov chains and
prove its convergence in pure coordination games;

• We perform an extensive empirical study analyzing the behavior of agents in
a wide range of settings, and study how the type of feedback influences the
rate of convention emergence.

We also explore the relation between two types of agent interactions (pairwise and
multi-player) on different graphs and between different network densities in terms
of convergence speed.
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In Chapter 4 we present the rest of the (anti-)coordination problem, namely pure
anti-coordination and the combined problem of coordination and anti-coordination.
We show how the same WSLpS approach, presented in Chapter 3, can be applied in
pure anti-coordination games to help agents self-organize based only on local inter-
actions with limited feedback. We survey the literature on anti-coordination games
and describe the details of several algorithms that bare resemblance to WSLpS. The
main contributions of this chapter are the following:

• We compare the convergence rate of WSLpS to other approaches presented in
literature on anti-coordination and demonstrate how WSLpS can be applied in
a wide range of scenarios, in which other, sometimes more complex algorithms
are not suitable.

• We study the difficulty that agents face in pure coordination problems, as
compared to pure anti-coordination problems, illustrate the relationship be-
tween the two game types and show how the (anti-)coordination game involves
characteristics of both.

We see that the convergence time of (anti-)coordination games that involve equal
amount of coordination and anti-coordination, is much closer to that of pure anti-
coordination than to pure coordination.

In Chapter 5 we show how the (anti-)coordination games studied in Chapters 3
and 4 map to the WSN (de)synchronization problem. We provide an overview of
the decentralized coordination and anti-coordination challenges in the real-world
domain of WSNs and study how WSLpS can be used by computationally bounded
sensor nodes to organize their communication in an energy-efficient decentralized
manner. The main contributions of this chapter are the following:

• We study the (de)synchronization problem in WSNs from two perspectives:
as one multi-stage (anti-)coordination game in time, as well as a sequence
of repeated single-stage graphical games at different time intervals, obtaining
comparable results.

• We propose different adaptive communication protocols and demonstrate the
importance of (anti-)coordination in WSNs, as opposed to pure coordination
and pure anti-coordination.

• We argue that optimization of long-term goals is non-trivial and costly in
WSNs and demonstrate that maximizing immediate payoffs still results in
acceptable near-optimal behavior.
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• We show that even without modeling the temporal relation between interac-
tions at different time intervals in the WSN, agents are able to learn an efficient
policy.

The WSN scenario clearly demonstrates the need for decentralized coordination in
multi-agent systems. Our communication protocols are based on the simple WSLpS
approach and therefore impose minimal system requirements and overhead. In this
way the scheduling of the sensor nodes’ behavior is a result of simple and local in-
teractions without the need of central mediator or any form of explicit coordination.
Therefore, our approach makes it possible that (anti-)coordination emerges in time
rather than is agreed upon.



Chapter 2

Background

In this chapter we present the preliminaries of our work. We study some concepts
from game theory that help us represent different games and determine the behavior
of rational agents in these strategic interactions. We present the theory behind the
reinforcement learning framework of agents and show how they can adapt their
behavior in a dynamic environment by trial and error. Lastly, we study the theory
of Markov chains, which allows us to examine the convergence properties of our
learning algorithms and describe how the behavior of agents changes over time.

2.1 Game theory concepts
Game theory (GT) is an economic theory that models the strategic interactions
between a set of players, participating in a game. To emphasize the strategic aspects
of player interaction, GT defines two specifications of a game, namely normal form
and extensive form. The main difference between the two is the way agents select
their actions at each interaction. In normal form games agents select their actions
simultaneously (e.g. in the game of Rock-Paper-Scissors), while in the extensive form
games (such as chess) — consecutively. However, either game specification can be
used to model repeated interactions. The latter form is not of interest for the current
research, since we consider simultaneous moves, such as those in a slotted wireless
communication protocol (cf. Chapter 5). For more on extensive form games, the
interested reader is referred to Peters [2008]. The normal (or strategic) form game
is defined as follows:

15
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Definition 3 (Normal form game). A normal form game is a tuple (N,A, Pi∈N),
where:

• N = {1, . . . ,N} is a set of N players, or agents.

• A = A1 × · · · × AN is the space of all possible joint actions, where Ai =
{a1

i , . . . , a
ki
i } is the individual (finite) set of ki actions available to agent i ∈ N .

• Pi : A→ R is the individual payoff function of agent i ∈ N .

In a normal form game, each agent i ∈ N independently selects action ai ∈ Ai
in a given time step and receives a payoff Pi(~a) based on the joint action ~a. The
joint action (or action profile) ~a ∈ A is the combination of actions of all agents in
that time step.

A normal form game can be represented by a k1 × · · · × kN -dimensional payoff
matrixM . An example of a 2-player normal form game is the Stag hunt (SH) game,
first suggested by Jean-Jacques Rousseau 1754. The game’s payoff matrix can be
seen in Table 2.1. The first player chooses rows and the second — columns. Each
entry in the payoff matrix consists of two values. The first value represents the
payoff that the row player receives, while the second shows the payoff of the column
player.

Example 1 (Stag hunt). Two hunters can choose to either hunt a stag or a hare.
The stag is larger, but requires both hunters to coordinate well, while the hare can
be hunted individually, but it is a smaller meal.

stag hare
stag (2, 2) (0, 1)
hare (0, 1) (1, 1)

Table 2.1: Payoff matrix of the 2-player Stag hunt game.

The behavior of each agent in a given game can be captured by the agent’s
strategy. A strategy si : Ai → [0, 1], si ∈ Si of agent i is a probability distribution
over the set of i’s available actions Ai. A strategy si that assigns probability 1 to
a given action a ∈ Ai and 0 to all other actions in Ai is called pure strategy (or
deterministic strategy). A mixed strategy, on the other hand, prescribes probability
si(a) < 1, where ∑a si(a) = 1 for all a ∈ Ai. The combination of all strategies
~s = (s1, . . . , sN ), where each agent i ∈ N plays strategy si ∈ Ai, is termed strategy
profile. If all agents are playing pure strategies, the strategy profile ~s corresponds
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to a joint action ~a. Lastly, the expected payoff Pi(~s) that agent i receives based on
the strategy profile ~s is:

Pi(~s) =
∑
~a∈A

N∏
j=1

~sj(aj)Pi(~a)

As stated earlier, game theory studies how agents will behave in a given (nor-
mal form) game. There are several solution concepts used to model the strategic
interactions between players. We will briefly overview the most commonly used.

It is often convenient to define a strategy profile that does not include the strategy
of a given agent. We define ~s−i = (s1, . . . , si−1, si+1, . . . , sN ) as the strategy profile
excluding strategy si of agent i. We will use this notation to define the best response
behavior of agents.

Definition 4 (Best response). Strategy si of agent i is a best response to the strategy
profile ~s−i iff si ∈ arg maxs′

i∈Si
Pi(~s−i, s′i)

We use (~s−i, s′i) to denote the strategy profile ~s, where agent i is using strategy
s′i. When all players, participating in a normal form game, select the (pure or mixed)
strategy that is the best response to the others’ strategies, we say that the agents
are playing a Nash equilibrium of the game.

Definition 5 (Nash equilibrium). Strategy profile ~s is a Nash equilibrium if for each
agent i, si is a best response of i to the strategy profile ~s−i.
In terms of the payoff function we say that a strategy profile ~s is a Nash equilibrium
iff

Pi(~s) ≥ Pi(~s−i, s′i) ∀i ∈ N, s′i ∈ Si

That is, in a Nash equilibrium no agent has an incentive to unilaterally deviate
from the chosen strategy. Put differently, no player can strictly improve its payoff by
changing its strategy, while the strategies of others remain fixed. If the equilibrium
strategy profile ~s contains only pure strategies, then we speak of pure Nash equi-
librium, otherwise the Nash equilibrium is mixed. Nash [1950] proved that every
n-player finite game has at least one Nash equilibrium. A Nash equilibrium, how-
ever, does not necessarily imply an optimal outcome for all players. Consider the
well-known Prisoner’s dilemma (PD) game, originally introduced by Merrill Flood
and Melvin Dresher in 1950 and later popularized by Axelrod [1984]. The game’s
payoff matrix is shown in Table 2.2.

Example 2 (Prisoner’s dilemma). Two suspects, accused of a crime, are separately
interrogated by the police. Each suspect can either deny his involvement in the crime,
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or betray his partner. Neither suspect knows what choice the other suspect will make.
If only one betrays (defects), he goes free and the other suspect receives a 10-year
sentence. If both deny their involvement (cooperate), each gets 1-year sentence,
otherwise if both betray each other, they are imprisoned for 5 years.

deny betray
deny (−1,−1) (−10, 0)
betray (0,−10) (−5,−5)

Table 2.2: Payoff matrix of the Prisoner’s dilemma game.

The pure Nash equilibrium of the above game is (betray, betray), since no agent
can obtain higher payoff by unilaterally changing his action. However, if both agents
pick the joint action (deny, deny) they will receive a higher payoff. Despite its
popularity, the Nash equilibrium does not guarantee that players will get the highest
possible payoff, as illustrated in the PD game. In addition, if several pure Nash
equilibria exist in a game, the Nash solution concept is not sufficient to explain
which equilibrium the players will select. For example, in the SH game in Table 2.1
there are two pure Nash equilibria, namely (stag, stag) and (hare, hare), the former
of which yields higher payoff for both agents, than the latter. This suggests the idea
behind the Pareto dominance and Pareto optimality solution concepts, introduced
by Vilfredo Pareto.

Definition 6 (Pareto dominance). A strategy profile ~s′ is strictly Pareto dominated
by another strategy profile ~s, if in ~s all agents receive at least the same payoff as in
~s′ and at least one agent receives a strictly higher payoff.
A strategy profile ~s′ is weakly Pareto dominated by another strategy profile ~s, if in ~s
all agents receive at least the same payoff as in ~s′.

Definition 7 (Pareto optimality). A strategy profile ~s is Pareto optimal (or Pareto
efficient) if it is not strictly Pareto dominated by another strategy profile ~s′.

In a Pareto optimal outcome no agent could be made better off without making
some other agent worse off. We note that a Pareto optimal solution need not be a
Nash equilibrium and similarly, a Nash equilibrium need not be Pareto optimal. It
is easy to see that the strategy profile (deny, deny) is a Pareto optimal solution in
the PD game.1 Neither player can receive a higher payoff by changing his strategy,

1 In fact, all strategy profiles in PD are Pareto optimal, except (betray, betray)



2.1. Game theory concepts 19

without another player receiving a lower payoff. Although this strategy profile is
strongly preferred by both agents, it is not a Nash equilibrium and therefore the
players are likely to deviate from their strategies and adopt the Pareto dominated
solution (betray, betray). In the SH game the Nash equilibrium (stag, stag) Pareto
dominates the other Nash equilibrium (hare, hare) and therefore agents would ben-
efit more from selecting the former.

One disadvantage of using the Pareto concepts is that they do not guarantee
a “fair” solution for both agents. One equilibrium may favor one agent, while the
other agent may prefer a different equilibrium. Consider for example the Battle of
the sexes (BS) game, whose payoff matrix is shown in Table 2.3.

Example 3 (Battle of the sexes). A husband and a wife have agreed to attend
an entertainment event together, but neither one recalls precisely which event — a
boxing match or a pop concert. The man (row player) prefers to visit the boxing
match, while the wife (column player) favors the concert, yet they would like to visit
the same event together. The players are in different parts of the city with no means
of communication and therefore have to make their decisions independently.2

boxing concert
boxing (3, 2) (1, 1)
concert (0, 0) (2, 3)

Table 2.3: Payoff matrix of the Battle of the sexes game.

The above game has two pure and one mixed Nash equilibria. Each of the two
pure equilibria (boxing, boxing) and (concert, concert) is Pareto optimal, but not
fair. One agent will receive an expected payoff of 3 and the other gets 2. On the
other hand, the mixed Nash, where each agent selects their preferred event with
probability 3

4 , is fair but inefficient. The expected payoff of both agents is 1.5.
In this case, a more efficient and fair outcome can be achieved by the correlated
equilibrium, introduced by Aumann [1974].

Definition 8 (Correlated equilibrium). A trusted mediator samples a probability
distribution π over the set S of all pure strategy profiles in the game and makes
non-binding confidential recommendations to each player. With probability π(~s) the

2 Here we chose to distinguish the case where each player visits his or her own preferred event
(payoff of 1 to each player) from the case where each player visits the other’s preferred event
(payoff of 0 to each player). This decision is only cosmetic and does not change the underlying
structure of the game.
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mediator selects ~s ∈ S and recommends the si component of ~s to agent i. Then,
π is a correlated equilibrium if no agent has an incentive to deviate from the pure
strategy recommended to it by the mediator, i.e.:

∑
~s∈S

π(~s)Pi(~s) ≥
∑
~s∈S

π(~s)Pi(~s−i, s′i) ∀s′i ∈ Si

There are two pure strategy Nash equilibria in the BS game. A trusted mediator
can flip a fair coin and select the profile (boxing, boxing) if Heads and (concert,
concert) if Tails. Then, the mediator will recommend the selected pure strategy to
each agent. Since the probability of selecting any of the two pure Nash equilibria is
equal, the result is fair for both players with expected payoff of 2.5, which is larger
than the expected payoff of the mixed Nash. Once agent i receives a recommendation
for si(boxing)= 1, for example, it has no incentive to select concert. Selecting concert
would result in lower payoff, due to miscoordination with the other agent, who is also
recommended boxing. Therefore, the probability distribution π((boxing, boxing))=
π((concert, concert))= 1

2 is a correlated equilibrium.
One disadvantage of implementing correlated equilibria is that a central entity

is required to recommend strategies. Alternatively, a correlated equilibrium can
be implemented using a public (random) signal from the environment, instead of
private recommendations by a mediator. The agents, then, can learn or have a
prior agreement that when they see signal A occurring in the environment, they
should select boxing, and similarly if signal B, then concert. One real-world example
of public signal as a form of centralized coordination is the traffic light at road
intersections. The signal is public, since it is visible to all drivers approaching the
intersection. The traffic law states that when a driver sees the red signal, he should
select the action stop, while a green signal implies go. No one has any incentives to
ignore this public signal and take a different action than the “recommended” one
(e.g. running a red light). Thus, coordination is achieved using a centralized entity
that shows a public signal to all agents. However, in this thesis we are interested in
decentralized coordination in the absence of a central mediator. Cigler & Faltings
[2011], for example, show how a public signal in WSNs can be implemented in a
decentralized way.

2.2 Overview of games

In the previous section we discussed the outcomes of strategic interactions between
two agents. We analyzed the actions that rational agents will select, given a specific
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game. In this section we will focus on the types of games, based on the goals that
agents have, and how those games can be formally represented.

2.2.1 Game types

action1 action2
action1 (a, w) (c, y)
action2 (b, x) (d, z)

Table 2.4: General form of the payoff matrix for a two-player two-action
game.

In Section 2.1 we showed a number of two-player two-action games. Here ta-
ble 2.4 shows the general form of the payoff matrix for such games. As stated
earlier, the first player chooses rows and the second — columns. Each entry in the
payoff matrix consists of two values. The first value represents the payoff that the
row player receives, while the second shows the payoff of the column player. The
relation between the payoffs determines whether the game is coordination, anti-
coordination or a zero-sum game. In zero-sum games the sum of the payoffs of all
players for a given outcome is, intuitively, 0. The gain of one agent comes at the
expense of another and therefore these games are also called competitive. However,
the focus of this thesis is on aligning the goals of individual agents with the goal
of the multi-agent system as a whole, using learning mechanisms. We, as system
designers, are interested in helping agents (anti-)coordinate with each other in order
to optimize the behavior of the entire system. For this reason we will not discuss
zero-sum games.

2.2.1.1 Coordination games

Coordination games often occur in multi-agent systems and are commonly studied
in literature [Lewis, 1969; Axelrod, 1986; Shoham & Tennenholtz, 1993]. Lewis
[1969] describes the coordination problem as a game in which agents can realize
mutual gains by selecting the same action in the presence of several alternatives. In
a coordination game, the relation between the payoffs for the row agent in Table 2.4
are the following: a > b and d > c. Similarly, for the column player it has to
hold that w > y and z > x. In common interest (or pure) coordination games,
players have the same preferences over the different coordination outcomes in the
sense that agents care little on which of the available actions they will coordinate,
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as long as all agents select the same action [Schelling, 1960]. Thus, to show that the
interest of players coincide, we add the following requirements: a ≥ d and w ≥ z.
Even though the preferences of agents coincide, coordinating their actions is not a
trivial task, due to the distributed nature of the multi-agent system. In conflicting
interest games, selecting the same action is still mutually beneficial, but agents have
different preferences over the actions. So the additional payoff relations are: a > d

and z > w. An example of a conflicting interest coordination game is Battle of
the Sexes where agents would like to visit the same event together, but each has
its own preferred choice (see Example 3). A typical example of a common interest
coordination problem given in literature is the game where agents have to decide on
which side of a two-lane road to drive provided there are no a priori traffic laws.

Example 4 (Two-lane road). Two drivers are traveling in opposite directions on
the same two-lane road. In the absence of traffic laws, it matters little to anyone
on which side of the road they drive, as long as both drivers do the same. However,
if one of them drives on the left in one direction and the other chooses right in the
opposite direction, they will end up in the same lane and therefore collide.

left right
left (1, 1) (0, 0)

right (0, 0) (1, 1)

Table 2.5: Payoff matrix of the Two-lane road game.

The game in Table 2.5 has two pure strategy Nash equilibria, both of which
are Pareto optimal with expected payoff of 1 for each player. The mixed strategy
equilibrium, where each player selects left with probability 1

2 , gives an expected
payoff of 0.5 for each player. The actual problem that the agents face is coordinating
on the two pure strategies. Coordination games can be easily extended to more than
two agents or two actions. For instance, the above game can be played on a four-lane
road between all inhabitants in a given city. Although the game remains the same,
the payoff tables are expanded, and so is the number of pure strategies that agents
need to coordinate on.

2.2.1.2 Anti-coordination games

Similarly to the above type of games, in anti-coordination games agents need to
coordinate the choice of their strategies in order to obtain positive feedback. How-
ever, here agents coordinate on choosing different actions. In the two-agent case, a
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coordination game can be transformed into an anti-coordination game by renaming
one player’s action labels. An anti-coordination game [Bramoullé et al., 2004] has
the following payoff relations for the row player: b > a and c > d; and for the column
player: x > z and y > w (cf. Table 2.4). Here too the game can be common interest
or conflicting interest anti-coordination game. In common interest we have b ≥ c

and x ≥ y, while in conflicting interest: b > c and y > x. For example, multi-channel
wireless communication is a common interest anti-coordination problem. Provided
the quality of all channels is the same, wireless nodes care little on which channel
they transmit, as long as neighboring nodes send on different channels. An example
of 2-player common interest anti-coordination game is the dropped call game.

Example 5 (Dropped call). A telephone call between two participants gets unex-
pectedly dropped. Each one has the option to either call back immediately, or to wait
for the other participant to call. If both decide to call the line will be busy, while if
both wait, the call will not take place.

call wait
call (0, 0) (1, 1)
wait (1, 1) (0, 0)

Table 2.6: Payoff matrix of the Dropped call game.

Provided calling is free, there are two pure Pareto optimal Nash equilibria, where
one player selects call and the other waits. According to Table 2.6 the expected
payoff for (call,wait) is 1 for each agent, however neither of them knows which of the
two Pareto optimal equilibria the other agent will select. There is a third equilibrium
in mixed strategy, where each player selects call (or wait) with probability 1

2 . The
expected payoff to both players is 0.5. Thus, in this game it is better for agents to
coordinate on the choice of pure strategies, rather than implement mixed strategies,
which result in a lower expected payoff.

A generalization of anti-coordination games for arbitrary number of agents and
actions are dispersion games (DGs), studied by Grenager et al. [2002]. In DGs agents
attempt to be maximally dispersed over the set of available actions. An example of
dispersion games is the load balancing problem in wireless sensor networks [Tewfik,
2012]. Nodes try to spread the message load over different network paths, in order to
avoid traffic congestion. We will study dispersion games in more detail in Chapter 4.
A typical example that illustrates conflicting interest anti-coordination games for
more than 2 players is the famous El Farol Bar problem, first introduced by Arthur
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[1994]:

Example 6 (El Farol Bar problem). Every Thursday evening 100 individuals decide
simultaneously but independently whether to attend a bar or stay at home. The
capacity of that bar is limited to 60 persons, so if more people decide to go, the bar
will be overcrowded and therefore less enjoyable, than staying at home. However, if
at most 60 persons attend, they will have a better time than if they remained home.

In this problem agents need to anti-coordinate their choice of attendance in order
to have an enjoyable evening. However, Arthur shows that no pure strategy exists
that performs optimally. The game is conflicting interest and attending the bar is
always preferred to staying at home. A small modification to the above problem can
make the game common interest and also allow for pure strategies to be successful.
For example, instead of having only one bar, the individuals can choose among
several bars with smaller, but in total sufficient capacity. In this case, provided
the bars do not differ much, it is of common interest for agents to attend different
bars. The latter problem bares resemblance to the topic of grid computing [Galstyan
et al., 2005], where agents have a common interest of spreading their jobs on different
processors, so as to minimize execution time.

The El Farol Bar problem has inspired a class of games, known as Minority
games [Challet & Zhang, 1997]. An odd number of agents choose between 2 actions
at each round of the game and those in the minority win. The strategies that
successfully predict the winning action have a higher probability to be adopted by
other agents. We refer the interested reader to Challet et al. [2005] for learning
successful strategies in Minority games.

2.2.1.3 Coordination and anti-coordination

In the above two sections it becomes apparent that coordination and anti-coordination
are in fact two sides of the same coin. In both game types agents need to coordinate
their strategies, i.e. select the appropriate actions, in order to avoid conflicts. Select-
ing the same action in coordination games, or choosing different action in dispersion
games results in positive feedback for all agents. We can transform a 2-player co-
ordination game into an anti-coordination game by swapping the action labels of
one agent. Analogously, a dispersion game can be transformed into a coordination
game in which agents coordinate on a maximally dispersed assignment of actions
to agents [Grenager et al., 2002]. However, such transformations require a unique
ordering of each agent’s actions, which is not realistic in large multi-agent systems.
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In this thesis we are interested in developing an approach that is applicable
both in coordination as well as in anti-coordination games. We study the relation
between these two game types and the difficulty of the combined (anti-)coordination
problem. Many real situations require both coordination and anti-coordination for
agents to perform efficiently. Furthermore, the behavior of agents is influenced
by the underlying game topology. As we mentioned in Section 1.4.1, in wireless
sensor networks agents are involved in a game that is neither pure coordination, nor
pure anti-coordination. Depending on the network topology, sensor nodes need to
coordinate with some neighbors in order to forward messages and at the same time
anti-coordinate with others in order to avoid interference. In addition, real-world
scenarios may display both types of coordination. A variant of the El Farol Bar
problem from Example 6 states that the evening is less enjoyable not only if too
many people show up, but also if too few attend, since the bar will be too boring.
This variant presents a different dimension to the synergy between coordination
and anti-coordination. Here agents need to coordinate up to a certain level (e.g. of
attendance) and then anti-coordinate. This type of (anti-)coordination differs from
the one in WSNs, where agents always coordinate with specific nodes and anti-
coordinate with others. Nevertheless, the goal of learning in these repeated games
is the same — achieving successful (anti-)coordination of agents. In Section 2.3 we
will examine several learning algorithms that help agents (anti-)coordinate.

2.2.2 Game representations

Strategic interactions can be formally represented in a number of different ways,
based on the characteristics of the underlying game. For one-shot games, where
players choose their actions simultaneously, we typically use the normal form rep-
resentation. When players are engaged in a one-shot game, which is followed by
another (or several others), we can consider the sequence of these games as one
multi-stage game. A repeated multi-stage game, then, is called a stochastic game
(or Markov game) [Shapley, 1953]. A stochastic game with only one state reduces
to a repeated normal form game.

One assumption in normal form games is that the payoff of an agent depends on
the actions of all agents in the game. When agent interaction is bounded by an un-
derlying interaction graph, the payoffs to agents depend only on their (immediate)
neighbors in the graph. A more suitable representation that captures payoff inde-
pendence between agents is that of graphical games (or network games) [Kearns
et al., 2001; Galeotti et al., 2010]. When the underlying interaction graph is fully
connected, the graphical game reduces to a normal form game.
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2.2.2.1 Normal form game

The formal notation of a normal form game (NFG) has been presented in Defini-
tion 3. For consistency, we will repeat it here:

Definition (Normal form game). A normal form game is a tuple (N,A, Pi∈N),
where:

• N = {1, . . . ,N} is a set of N players, or agents.

• A = A1 × · · · × AN is the space of all possible joint actions, where Ai =
{a1

i , . . . , a
ki
i } is the individual (finite) set of ki actions available to agent i ∈ N .

• Pi : A→ R is the individual payoff function of agent i ∈ N .

In a NFG, all agents select their actions simultaneously and receive feedback
based on the actions of all agents. One limitation of NFGs is that they do not
capture the underlying structure of the strategic interactions. For example, in WSNs
the payoff of one node can be considered independent from the action of another
node on the other side of the network. Another limitation is that NFGs cannot
capture complex dynamic play that unfolds over time. For example, the game
played between wireless nodes at one point in time may significantly differ from the
game played by the same nodes at another time step.

2.2.2.2 Stochastic game

When several consecutive single-stage games can be represented as one multi-stage
game and played repeatedly, we use the stochastic game representation (also called
Markov Game or MG). For example, consider a 2-stage game where in the first stage
agents attempt to coordinate by playing the Two-lane road game from Example 4
and in the second stage they play a Four-lane road game. Clearly in the second stage
agents can condition their actions based on the outcome of the first stage. Stochastic
games [Owen, 1995] thus model the strategic interactions in games composed of
multiple stages.

Definition 9 (Stochastic game). A stochastic game is a tuple (N,A, Pi∈N , S, T ),
where:

• N = {1, . . . ,N} is a set of N agents.

• A = A1 × · · · × AN is the space of all possible joint actions, where Ai =
{a1

i , . . . , a
ki
i } is the individual (finite) set of ki actions available to agent i ∈ N .

• Pi : S × A→ R is the individual payoff function of agent i ∈ N .
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• S = {s1, . . . , sM} is a finite set of system states.

• T : S × A→ π(S) is the transition function.

Stochastic games extend repeated normal form games to multiple states. Ai(sm)
is now agent i’s action set in state sm ∈ S, where m : 1, . . . ,M . The transition func-
tion T (sm,~am, sn) specifies the probability with which the system will transition from
state sm to state sn under the joint action ~am in state sm, where ~am = (am1 , . . . , amN )
with ami ∈ Ai(sm). The individual payoff function Pi(sm,~am, sn) of agent i now
depends on the current state sm, the next state sn and the joint action ~am in state
sm. A special form of stochastic games are Multi-agent Markov Decision Processes
(MMDPs) [Boutilier, 1996; Claus & Boutilier, 1998] where agents are fully cooper-
ative and share the same payoff function. Although fully cooperative, in our games
agents do not share the same payoff function.

One limitation of stochastic games is that agents are assumed to be aware of
the complete system state, i.e. agents have a view of the entire system. This is
certainly a disadvantage from multi-agent perspective, where we assume that central
control is not available. A more suitable framework, in which agents have only local
information, is that of Decentralized Markov games (DEC-MGs) [Aras et al.,
2004].

Definition 10 (Decentralized Markov game). A decentralized Markov game is a
tuple (N,A, Pi∈N , S, T,Ω, O), where:

• N = {1, . . . ,N} is a set of N agents.

• A = A1 × · · · × AN is the space of all possible joint actions, where Ai =
{a1

i , . . . , a
ki
i } is the individual (finite) set of ki actions available to agent i ∈ N .

• Pi : S × A× S → R is the individual payoff function of agent i ∈ N .

• S = S1 × · · · × SN is a finite set of system states, where Si is the set of local
states of agent i.

• T : S × A→ π(S) is the transition function.

• Ω = Ω1 × · · · × ΩN is a finite set of joint observations, where Ωi is the set of
observations of agent i.

• O : S × A × S × Ω → R is the observation function. O(ob|sm,~am, sn) is the
probability of making observation ob ∈ O when taking joint action ~am in state
sm and transitioning to state sn as a result.
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Here each system state ~s = (s1, . . . , sN ), with si ∈ Si, contains all information
about the current local state of agents. However, DEC-MGs assume information
exchange between agents in order to study how agents can learn to cooperate if
communication were possible. Our assumption in this thesis is that communication
is costly and therefore agents are not allowed to exchange any information regarding
their local states.

2.2.2.3 Graphical game

Graphical models offer the tools to study games, which impose restrictions on the
strategic interactions between agents. For example, the underlying network struc-
ture in WSNs specifies direct payoff influences between neighboring agents and payoff
independence between distant nodes.

Definition 11 (Graphical game). A graphical game is a tuple ((N,E),A, Pi∈N),
where:

• (N,E) is an undirected graph, where N = {1, . . . ,N} is a set of N nodes and
E is the set of edges. Here ni = {j|j ∈ N, ei,j ∈ E} is the set of all neighbors
j of agent i, for which there is an edge ei,j ∈ E between i and j.

• A = A1 × · · · × AN is the space of all possible joint actions, where Ai =
{a1

i , . . . , a
ki
i } is the individual (finite) set of ki actions available to agent i ∈ N .

• Pi : ×j∈ni∪{i}Aj → R is the individual payoff function of agent i ∈ N .

A graphical game is a special case of a normal form game where an agent i’s
payoff function Pi is defined over the joint actions of its neighborhood ×j∈ni∪{i}Aj
rather than over the entire joint action set A. Each graphical game ((N,E),A, Pi∈N)
represents a normal form game (N,A, P ′i∈N) where:

• A = A1 × . . . × AN , is the joint action set with Ai the action set of player i,
identical in both games.

• the payoff function P ′i : A → R is defined as P ′i (~a) = Pi(~a |ni∪{i}),∀~a ∈ A,
where ~a |S denotes the actions in ~a restricted to the agents in set S.

Graphical games (GGs) are most appropriate for games with sparse interactions
between players. While the normal form game representation requires parameters
exponential in the number of players, the parameters of GGs are exponential only in
the size of the largest local neighborhood [Kearns, 2007]. The payoff to each player
depends only on its actions and on the actions of its direct neighbors, rather than
on the actions of the entire population. Thus, the representational benefits of GGs
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are much greater when there is a small number of strong influences between agents.
Most literature on graphical games, however, studies only two-action games. It offers
algorithms for the computation of Nash equilibria and analyzes their complexity.
Galeotti et al. [2010] propose a framework similar to GGs, which they name network
games (NGs). NGs focus more on the structure of equilibria and its interaction
with the underlying topology of the game. They study the relationship between
the network topology and the behavior of agents. In this thesis we are interested
in the way coordination can be achieved when agents are interacting on a graph
and have only local knowledge. Although we are not focusing on computing the
equilibria or examining their dependence on the game topology, we will use the
notion of graphical games to explain agent interactions. Still, we study the effect of
the topology on the convergence rate of agents.

game
representation

agents knowledge states payoff
single multiple global local single multiple common individual

MDP X X X X

DEC-MDP X X X X

MMDP X X X X

MG X X X X

DEC-MG X X X X

NFG X X X X

GG X X X X

Table 2.7: Comparison between different game representations.

We compare the characteristics of the different game representations in Table 2.7.
For consistency and comparison we add here the Markov Decision Process (MDP)
and its decentralized version (DEC-MDP). The MDP is a model for sequential de-
cision making of a single agent in multi-stage games. An extension of MDPs for
multiple agents is the Decentralized Markov Decision Process where the agents take
decisions based on local information and obtain a common payoff. The games we
study in this thesis are most related to DEC-MGs, since they model multi-agent
multi-stage games where agents have only local information and receive individual
payoffs. However this game representation assumes that agents communicate to
share local state information, while in our games agents learn only based on their
local observations.
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2.3 Reinforcement learning

Game theory tells us what rational strategies are in a given strategic interaction. It
does so by analyzing the payoff matrix of the game from a global perspective (i.e. by
looking at the entire payoff matrix) and computing the strategies, for which agents
will maximize their expected payoff. However, from the perspective of individual
agents in a decentralized multi-agent system, such computations might be impossi-
ble, due to the limited information available to them. Furthermore, in Section 2.1
we saw that even if agents are somehow aware of the equilibrium strategies, they
might still have a hard time choosing among the different Nash equilibria. This equi-
librium selection problem is difficult by itself [Harsanyi & Selten, 1988; Boutilier,
1996], since there is no central entity that can instruct agents what the “correct”
actions are. Therefore, in order to successfully (anti-)coordinate in repeated games,
agents need to evaluate the expected payoff of their strategies by trial and error and
learn which actions to take in which situations. We are interested here in imple-
menting algorithms that help agents (anti-)coordinate in a decentralized manner.
In Section 1.4.1.2 we motivated the need for learning in dynamic environments,
populated by highly constrained agents. Here we will describe different learning
approaches that align the objectives of individual agents with the global system ob-
jective. By maximizing the individual’s welfare, our algorithms aim to help agents
achieve successful (anti-)coordination as a group.

Reinforcement Learning (RL) is a machine-learning technique that allows an
agent to learn to select optimal actions in an unknown dynamic environment by
trial and error [Sutton & Barto, 1998]. The agent performs actions in its environ-
ment and as a result acquires feedback, which shows the effect of its actions. This
feedback signal is called reinforcement or reward, and hence the name of this field.
Reinforcement learning was originally introduced as a single-agent framework and
only later extended to multi-agent systems. Since in this thesis we are interested in
systems comprised of multiple agents, in the following description we will assume
the perspective of multi-agent systems.

Two main categories of RL techniques exist. The model-based techniques assume
some form of knowledge of the transition and reward functions. Agents have (or
learn) an explicit model of the dynamics of the system and compute an optimal
behavior given that model. Model-free techniques, on the other hand, do not require
explicit model of the environment. Agents learn the quality of their actions using the
reinforcements obtained by interacting with the system. Using these reinforcements,
the goal of each agent is to learn to select actions that result in positive feedback
more often and to avoid actions with negative outcome. In this thesis we will
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consider only model-free methods, since in our WSN domain we cannot assume that
sensor nodes possess (accurate) global, or even local, information on the dynamics
of the system. Although many types of multi-agent learners have been proposed,
in the context of this thesis we distinguish between two main types of multi-agent
learners — independent learners (ILs) and joint-action learners (JALs). ILs are
agents who apply their learning algorithm while not explicitly modeling the actions
of other agents in the system. They learn simply the effect of their own actions
in the environment, as if they are acting independently. Joint-action learners, in
contrast, observe the joint actions in order to learn the effect of their own actions in
conjunction with those of other agents. Different types of JALs exist, based on the
number of other agents considered. Note that in our application domain of WSNs
agents cannot observe directly the strategies of others, but only the effect of their own
actions (see Section 1.4.1.1). The only information coming from the environment is
the reward signal. Since any additional information comes at communication costs,
in this thesis we will consider only independent learners. Despite the fact that JALs
use more information (i.e. the actions of others) during learning, Claus & Boutilier
[1998] have shown that their performance does not significantly differ from that of
ILs.

In some scenarios, rewards are given only after a sequence of actions. These
delayed rewards make the learning problem more difficult, since agents need to learn
to take correct decisions, based on a payoff that can take place arbitrary far in the
future. In addition, the rewards may be stochastic, such that the same action may
yield different payoffs at different time steps. The transition function may also be
stochastic where an action in a given state may lead the agent to one of multiple next
states with a certain probability. Another issue the agent needs to consider is the
exploration-exploitation trade-off . On the one hand, agents need to explore their
environment in order to gather more information on the quality of their actions.
On the other hand, they need to exploit desirable actions and avoid unsuccessful
ones. Several learning algorithms exist that can help agents cope with the above
challenges. Here we will present some of the most popular ones — Q-learning,
Learning automaton and Win-stay lose-shift.

2.3.1 Q-learning

The Q-learning algorithm [Watkins, 1989] estimates the quality of agent’s actions
in each state in order to derive an optimal policy. In the literature on reinforcement
learning the policy specifies the action that the agent should take in every perceiv-
able state of the system. This definition coincides with the term strategy that we
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use in game theory (cf. Section 2.1). Although in other domains distinction can
be made, in the context of this thesis we use the terms policy and strategy inter-
changeably. A value function helps the agent keep track of the performance of its
actions. The quality (also called Q-value) of an action in a given state indicates how
good (or bad) the action is in that particular state. A separate action selection
mechanism is then applied to decide which action the agent should pick in the
current state. Once the agent executes an action in a given state, it updates the
Q-value of that action, as shown in Definition 12. When agents are involved in a
multi-stage game, the goal of Q-learning is to approximate the optimal state-action
values without having an actual model of the world in the form of transition and
payoff functions (which themselves may be stochastic).

Definition 12 (Q-value update). The Q-value Q(s, a) is the agent’s current esti-
mate of the expected discounted payoff of taking action a in state s. The Q-value
of each state-action pair is updated based on the current Q-value Q(s, a) and the
immediate payoff p after taking action a in s and arriving in s′:

Q(s, a)← (1− λ)Q(s, a) + λ
[
p+ γmax

a′
Q(s′, a′)

]
where λ ∈ (0, 1] is the learning rate, γ ∈ [0, 1] is the discount factor and maxa′ Q(s′, a′)
is the optimal state-action value that can be obtained in the next state s′ based on
the current estimates.

Although conventionally α is used for the learning rate, here we have intentionally
replaced it with λ in order to avoid ambiguity with the parameter α of our algorithm,
introduced in Chapter 3. Similarly, for consistency throughout this thesis we use p
for the reward signal (or payoff), although typically r is written instead.

2.3.1.1 Learning rate and discount factor

As time progresses, these estimates become more accurate. The Q-values are com-
puted based on the previous estimates in a process known as bootstrapping. The
starting Q-values can be initialized in a number of ways, depending on the prob-
lem at hand. Some typically used initialization methods are random, pessimistic,
optimistic, or based on domain knowledge. The learning rate λ ∈ (0, 1] controls
the weight of recent experience as compared to past experience. A value of 0 will
make the agent discard any recently obtained rewards and therefore it will not learn
anything. A value of 1, on the other hand, tells the agent to discard any previous
experience and consider only the immediate effect of its actions. Clearly, λ affects
the rate of convergence. The learning rate should be set large enough to overcome
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any initial conditions, and yet small enough to assure that the policy will eventually
converge to the optimal one. It is also possible to vary λ through time, starting with
a larger value and gradually decreasing it. However, in the nonstationary environ-
ments that we consider in this thesis the agent should be able to constantly adapt to
changes and therefore the learning rate should never become 0. Another possibility
is to vary λ according to the obtained payoff, as done by Bowling & Veloso [2002]. In
stationary environments having the Markov property (see Definition 13), under the
assumption that all state-action values are updated infinitely often using a suitable
learning rate, Tsitsiklis [1994] has proven that the Q-values will always converge to
the optimal values. The discount factor γ ∈ [0, 1] weights the importance of short-
term reinforcements, as compared to distant future reinforcements. A value of 0
makes the agent consider only immediate rewards, disregarding what comes ahead,
while a value of 1 puts more weight on future expected rewards. The value of the
discount factor needs to be carefully considered, as it is illustrated in the following
example.

Example 7 (Robot in a maze). A robot has to repeatedly find its way out of a given
maze. The decision (or action) at each turn (or state) in the maze gives a negative
reward to the agent, since the robot spends energy. Only the last turn that leads to
the goal, i.e. exiting the maze, provides a large positive reinforcement. Thus, the
robot needs to learn to navigate out of the maze, spending the least amount of energy.

Since the agent is faced with a delayed reward at the end of the maze, it has
to put more weight on future expected rewards, rather than on immediate payoffs.
Moreover, the robot needs to propagate the positive reinforcement to earlier states,
so that in the next runs it can take better decisions and exit the maze faster. This
propagation of rewards is the effect of the bootstrapping process described earlier.

2.3.1.2 Single-stage vs. multi-stage

The Q-value update rule in Definition 12 shows how agents maintain an estimate
of the payoff of each action at each state in a multi-stage game, such as the maze
example above. Here we make an important distinction between agent (or local)
state and system (or global) state. By agent state we mean the information that is
available to the agent when making its decisions. In this section we use agent states
to explain how the learning algorithm helps agents use environmental feedback to
improve their behavior. A system state, on the other hand, contains the collection of
the information available to each agent at a given time step. In multi-stage games the
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system transitions between states as a result of agents’ actions. However, as stated
in Section 1.4.1.2 agents have no global knowledge of the system state. They are
aware only of their local agent state. Furthermore, in some scenarios (as we will see
in Chapters 3 and 4) the information available to agents is insufficient to make any
distinction between system states. Note that dependency between system states
does exist, but the agent has no means of knowing when state transitions occur.
In these settings the learning algorithm of agents assumes there is no dependency
between time steps and regards the game as a repeated normal form game, rather
than a multi-stage game. In a repeated normal form game, the notion of different
agent states (and hence transition function) is no longer relevant, since the agent is
always in the same state. This setting is called non-associative learning [Sutton &
Barto, 1998] — the feedback signal is the only information that the agent receives
from its environment. The agent needs to learn the most favorable action given that
feedback. However, the reinforcement signal may change over time as a result of the
changing system state, which makes the learning problem challenging. When the
multi-agent system consists of only one state, we say that the system is single-state
(or stateless). An example of a single-agent stateless system is the k-armed bandit
problem, originally introduced by Robbins [1952].

Example 8 (k-armed bandit). A gambler has to decide which arm of a k-armed
slot machine to pull in order to maximize his total payoff in a series of trials. The
reward of each lever is drawn from a distribution associated to that specific arm, but
is unknown to the player.

In this example we consider fixed distributions, although in more general settings
the expected payoff of each arm may vary over time [Koulouriotis & Xanthopoulos,
2008]. Unknown to the agent, these distributions may also change as a result of its
actions, e.g. the expected payoff of a given lever may drop as a result of a large
win. If the agent would know of this relation, it could use a multi-stage algorithm
to optimize its behavior. Since the agent is unaware of such dependencies, it regards
the problem as single-state. The expected payoff of each action is independent of
the previous action. Thus, the Q-values become estimates of the actual payoff of
each action, rather than of each state-action pair. The state-action values Q(s, a)
in Definition 12 reduce to only Q(a) and since the future state is always the same,
there is no need for the discount factor γ. The Q-value update rule then simplifies
to:

Q(a)← (1− λ)Q(a) + λp

The agent needs to learn the effect of each arm in order to maximize its payoff over
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some time period.

2.3.1.3 Action selection mechanisms

Starting with no prior information about the reward distribution of each lever, the
gambler needs to explore his actions in order to gain more information on the ex-
pected payoff of each arm. At the same time, the agent wants to select the arm with
the highest expected reward, so as to maximize his earnings. This example clearly
illustrates the exploration-exploitation trade-off , as the agent is faced with the deci-
sion whether to gather more information, or optimally use the current information.
The action selection function helps the agent balance this trade-off. If the agent
is using the currently best action, he is applying a greedy action selection. How-
ever, always selecting the best action may lead to suboptimal performance, since
the agent does not have accurate information on the expected payoffs of each arm.
To gain more information, while still performing optimally based on the current
estimates, the agent may apply the ε-greedy mechanism. This action selection rule
lets the agent use the currently best action most of the time, while with a small
probability ε the agent will select a uniformly random action, independent of the
current Q-values. Thus, the parameter ε controls the exploration probability, while
with probability (1− ε) the agent will exploit its knowledge.

One major drawback of ε-greedy is that it explores actions using a uniform
probability distribution. The probability of exploring the second-best action is the
same as that of selecting the worst action. An alternative action selection rule
is softmax, which overcomes this drawback. Softmax selects actions based on a
probability distribution derived from the current estimates, rather than a uniform
probability distribution. In other words, the probability π(a) of selecting action a
out of k available actions is based on the current estimate Q(a) according to the
Boltzmann distribution:

π(a) = e
Q(a)
τ∑k

b=1 e
Q(b)
τ

where τ ∈ (0,∞) is the temperature parameter controlling how greedily the agent
chooses its actions. High temperature causes actions to be all (nearly) equiprobable.
Low values of τ , on the other hand, make actions with higher estimates to be selected
more often than those with lower estimates. Thus, as τ → 0 softmax behaves more
like the greedy action selection rule.

In multi-agent settings, such as the ones considered in this thesis, agents cannot
assume that the environment is static. A good action at one point in time may
become bad later on, due to the activities of other agents in the system. Therefore



36 Chapter 2. Background

neither ε (when using ε-greedy), nor τ (when using softmax) should approach 0. Each
agent needs to constantly explore for better alternatives and update its estimates
based on recent information.

2.3.2 Learning automaton

Similarly to Q-learning, the learning automaton (LA) algorithm helps the agent use
feedback from the environment to increase the performance of its behavior through
time. Actions are drawn according to a probability distribution that is adjusted
based on their relative success. LA uses a learning scheme to update the prob-
abilities of selecting each action, without maintaining an estimate of the expected
payoff. According to the law of effect, the learning scheme increases the selection
probability of good actions and decreases that of unfavorable actions. For compar-
ison, Q-learning uses a value function to update the estimates of the actual payoff
of each action, and a separate action selection mechanism to decide how the agent
should pick its actions. While in Q-learning the policy is derived from the current
estimates, in LA the probability distribution is the policy.

Several learning schemes have been proposed in the past, the general form of
which is given below. The probability π(a) ∈ [0, 1] of selecting action a ∈ A out
of k available discrete actions is updated based on its current probability and the
obtained reward p ∈ [0, 1]:

π(a)← π(a) + λp(1− π(a))− µ(1− p)π(a)

where λ ∈ [0, 1] is the reward parameter and µ ∈ [0, 1] is the penalty parameter.
Although typically β is used for the penalty parameter, here we use µ to avoid
ambiguity with the parameter β of our approach, presented in Chapter 3. The
selection probability π(b) ∈ [0, 1] of all other discrete actions b ∈ A, b 6= a is updated
in a similar manner:

π(b)← π(b)− λpπ(b) + µ(1− p)
( 1
k − 1 − π(b)

)

In both equations the parameters λ and µ can be set according to three common
learning schemes proposed in literature [Hilgard, 1948]:

• Linear reward-inaction (LR−I) where µ = 0

• Linear reward-penalty (LR−P ) where µ = λ

• Linear reward-ε-penalty (LR−εP ) where µ� λ
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In this thesis we shall not compare the behavior of the learning agent in the
above schemes. We refer the interested reader to Peeters [2008]. For simplicity here
we will always use the LR−I scheme, for which the update function simplifies to:

π(a)← π(a) + λp(1− π(a)) (2.1)
π(b)← π(b)− λpπ(b) ∀b 6= a (2.2)

In this case λ is sometimes also called the learning rate, as in the Q-learning al-
gorithm. The LA algorithm can also be extended to solve multi-stage problems.
When agents are involved in a stochastic game, they keep a probability distribution
of actions for each state and update the distribution related to the corresponding
state they visit [Peeters, 2008; Vrancx, 2010]. Moreover, in the above description
we assume that actions are drawn from a discrete set of available actions. A gener-
alization of LA to continuous actions is introduced by Santharam et al. [1994].

2.3.3 Win-Stay Lose-Shift

Another learning algorithm studied in literature is the Win-Stay Lose-Shift (WSLS).
It is a simple, yet powerful learning rule that can be applied in virtually any type
of repeated decision problems. WSLS (also called Pavlov strategy) is a widespread
rule in biology [Thorndike, 1911] and as a consequence has been widely studied in
computer science [Robbins, 1952]. It was first presented as win-stay lose-change by
Kelley et al. [1962] and later analyzed by Nowak & Sigmund [1993] in the iterated
Prisoner’s Dilemma (IPD) game (see Example 2). The latter authors showed that
WSLS outperforms another simple rule — tit-for-tat. The basic idea of the WSLS
algorithm is that the agent will keep on selecting the same action, as long as its pay-
off is above a certain threshold level (also called aspiration level), and will change
its action when the payoff drops below that level. It resembles greedy Q-learning
(see Section 2.3.1) in single-state environments with learning rate λ = 1. As such,
WSLS requires no parameter that needs to be tuned, nor a separate action selection
mechanism. Another positive aspect of this rule is that agents require only minimal
information when updating their actions. Unlike tit-for-tat, which requires infor-
mation on the action of others, WSLS reacts only to the own action and payoff.
This is very beneficial in domains where agents are not able to freely observe the
actions of other agents. For example, in grid computing agents cannot be assumed
to see where other agents submit their jobs [Galstyan et al., 2005]. A disadvantage,
however, is that WSLS makes no difference between losing and losing big [Kraines &
Kraines, 1995]. Nevertheless, as we will see in Chapter 3, it performs well in games
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with binary feedback. In addition, WSLS is successful in environments where explo-
ration is costly, such as in WSNs (see Chapter 5). It quickly finds a good solution
and does not necessarily look for the optimal. This behavior is indeed satisfactory
in real-world scenarios where near-optimal solutions are well tolerated.

WSLS selects an action based on the outcome of the last selected action and
therefore requires no memory at all. This is sometimes referred to as memory of
one, since the agent needs to “remember” its current action. In this thesis the term
memory stands for the history of past plays and not for the current play, therefore we
say that WSLS is memoryless. This memoryless behavior can be appealing for highly
constrained agents, who lack the ability to (reliably) store information. However,
due to this property, WSLS has a low performance in stochastic environments.
Posch [1999] studied WSLS and the impact of noise on the behavior of agents, i.e.
when players sometimes make errors in the implementation of their actions. He
extended the algorithm to include a memory of past interactions, which determines
the aspiration levels of actions. A related approach is introduced by Barrett &
Zollman [2009]. They presented it in the context of the evolution of language and
named it Win-Stay Lose-Randomize (WSLR). Agents stick to any successful action
in the past and choose an action at random if unsuccessful.

To this day, WSLS has been studied mostly in the context of iterated Prisoner’s
Dilemma as a rule that promotes cooperation, as opposed to defection. However, in
this thesis we are not looking at games where agents care only of their individual
payoff and where defection is (individually) preferred to cooperation. In our games
agents are fully cooperative in the sense that they have the same goal, only reach-
ing it is hard. WSLS allows agents to quickly (anti-)coordinate in a decentralized
manner even under very limited feedback from the environment.

2.4 Markov chains

Throughout Section 2.3 we outlined how the learning algorithm helps agents use
local environmental feedback to improve their individual behavior. In this section
we describe a framework that will help us examine the global dynamics of the system.
To study the convergence properties of our learning algorithms and describe how
policies change over time, we use the theory of Markov chains (MCs). The latter
theory relies on the Markov property, which we shall define first.

Definition 13 (Markov property). A stochastic process involving a random variable
{X(t)}t≥0 possesses the Markov property if the conditional distribution of X(t + 1)
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depends only on X(t) and not on previous values:

Pr[X(t+1) = yt+1|X(t) = yt, X(t−1) = yt−1, . . . , X(0) = y0] = Pr[X(t+1) = yt+1|X(t) = yt]

Definition 14 (Markov chain). A Markov chain is a stochastic process in which
a sequence of random variables {X(t)}t≥0 takes values in a set S. The transition
probabilities Pr[X(t+ 1)|X(t)] need to satisfy the Markov property.

In the context of the reinforcement learning framework, the variable X(t) repre-
sents the current system state s ∈ S. A system state represents the actions of all
agents at a given time step, together with any information available to them. At
each “step” the process moves from one state to another with a given probability.
The Markov property states that the transition probabilities between system states
in S are independent of past states given the current state. The transition proba-
bility Pr[X(t + n) = sj|X(t) = si] of going from state si to state sj in n steps is
written as π(n)

ij for short. With probability π(1)
ii (or simply πii) the process remains

in state si in the next step. It is useful here to introduce some related definitions.

Definition 15 (Accessible state). State sj is accessible (or reachable) from state si
if π(n)

ij > 0 for a given n ∈ N.

Definition 16 (Ergodic chain). A Markov chain is ergodic (or irreducible), if any
state is accessible from any other state (not necessarily in one step).

Definition 17 (Absorbing state). A state si is called an absorbing state if πii = 1
and consequently πij = 0 for i 6= j.

Definition 18 (Absorbing chain). A Markov chain is absorbing if it has at least
one absorbing state, and if from every state it is possible to go to an absorbing state
(not necessarily in one step).

Definition 19 (Transient state). In an absorbing Markov chain a state is called
transient if it is not absorbing.

The Markov chain framework will allow us to calculate the probability that
agents will (anti-)coordinate their actions in different settings and the expected
number of time steps to convergence. It is important to note that agents are not
able to compute the expected convergence duration by themselves. We, as system
designers, take a global view on the system in order to calculate the probability of
and time to convergence of the behavior of agents. We will use Markov chains as a
tool for analyzing the learning process of agents.
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2.5 Summary
In this chapter we presented the tools that we need to represent and solve decen-
tralized coordination problems in large multi-agent systems. We made an overview
of several relevant game-theoretic concepts that allow us to determine the outcomes
of strategic interactions between agents. We then separately studied coordination
and anti-coordination games, as well as the link between the two game types. In
addition, we learned different formal representations of these games together with
their advantages and disadvantages. We also presented the reinforcement learning
framework that helps individual agents (anti-)coordinate their actions in a decen-
tralized and self-organizing way. The theory of Markov chains, on the other hand,
allows us to examine the global behavior of the system and study the convergence
properties of our learning algorithms.



Chapter 3

Pure coordination:
convention emergence

In this chapter we will describe one aspect from the (anti-)coordination problem in
wireless sensor networks (WSNs), namely pure coordination. Recall that nodes in
the WSN are involved in a complex game where each node needs to both synchronize
with some agents in order to forward messages and at the same time desynchronize
with others so that interference is minimized. Here we study only the pure co-
ordination problem of agents and apply it in the context of convention emergence
(explained below). Thus, in this chapter we depart from the WSN domain and study
general (abstract) pure coordination games as done in literature. Nevertheless, all
our choices and examples are motivated from the WSN perspective. We investigate
the answer to the following question:

Q1: How can conventions emerge in a decentralized manner in pure coordination
games?

We investigate how conventions can emerge as a solution to repeated decentral-
ized pure coordination problems in large multi-agent systems, in the absence of
central control. Moreover, we consider limited environmental feedback and highly
constrained agents lacking any global information, as is the case in WSNs.

The main contributions of this chapter are that we propose an approach for
emergent coordination between agents in the absence of a central entity and perform

41
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extensive theoretical and empirical studies. Our approach is called Win-Stay Lose-
probabilistic-Shift (WSLpS) and is related to two well-known strategies in game
theory, that have been applied in other domains. Using WSLpS, agents engaged in
a repeated pure coordination game can all learn to select the same action through
only local interactions. Our approach achieves 100% convergence, scales in the
number of agents and requires no memory of previous interactions, given the last
play. Through extensive theoretical and empirical studies we investigate the speed of
convergence of agents with respect to both different topological configurations and
different interaction models. We explore the convergence duration in ring, scale-free
and fully connected topologies where agents may have 2, 3 or 5 available actions. We
study also the behavior of agents in random 2-player interactions with binary payoff
and in multi-player interactions with a more informative feedback signal. Finally,
we study the effect of local observation on the convergence rate and show how all
agents can always reach mutually beneficial outcome based only on local interactions
and limited feedback.

3.1 Introduction

Easley & Kleinberg [2010] identify informational effects and network effects as the
two main reasons why individuals might prefer to imitate the behavior of others.
Informational effects are a result of the belief that the behavior of other people
conveys information about what they know. Therefore observing this behavior and
copying it might be a rational decision. Network effects, on the other hand, capture
the notion that for some kinds of decisions individuals incur an explicit benefit when
they align their behavior with that of others. For this reason the network effects are
also called direct-benefit effects. (De)synchronization in our WSN scenario displays
both effects, which motivate the need for coordination in the topic of convention
emergence.

Common interest and conflicting interest coordination games were described in
detail in Section 2.2.1.1. In each of these two games agents can realize mutual gains
by selecting the same action in the presence of several alternatives. Although nodes
in a WSN may compete for the wireless medium, we assume that they belong to
the same user and share the common interest of forwarding their messages towards
the sink. Therefore, in this chapter we will consider only pure (or common interest)
coordination games to study how highly constrained agents can reach a common
solution, i.e. how conventions can emerge, in a decentralized setting with limited
environmental feedback.
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3.1.1 Conventions

Recall that in pure coordination games agents benefit from selecting the same action
as others out of several alternatives (see Section 2.2.1.1 for details). In this thesis we
see conventions as solutions to decentralized coordination problems. Lewis [1969]
defines a convention as a regularity in behavior of agents.

Definition 20 (Convention). A regularity R in the behavior of members of a popu-
lation P when they are agents in a recurrent situation S is a convention if and only
if, in any instance of S among members of P :

• everyone conforms to R;

• everyone expects everyone else to conform to R;

• everyone prefers to conform to R on condition that the others do, since S is
a coordination problem and uniform conformity to R is a proper coordination
equilibrium in S.

An important question then, addressed by Q1, is how this regularity can become
established in a population, when agents have the same preferences and a number
of alternatives to choose from. One way in which a convention can come into ex-
istence is when one action is agreed upon in advance, i.e. agent behavior can be
designed or programmed off-line by a central entity, before agents are involved in the
coordination game [Shoham & Tennenholtz, 1995]. Traffic laws are an example of
such pre-defined conventions where, for example, all vehicles must stop at red light.
Alternatively, coordination could emerge on-line as a result of a central authority
that regulates behavior (e.g. through sanctions) or computes an outcome based on
common choice (e.g. using voting mechanisms). However quite often such a cen-
tral control might be unavailable, or costly to set up, as it is the case with WSNs.
Wireless nodes scattered in a large and dynamic environment simply cannot rely
on a pre-programmed behavior or centralized control. Similarly, when a telephone
call between two persons gets unexpectedly cut off, there is no central authority to
select who should call back. In these settings, agents will simply rely on a set of
“unwritten laws” or customs that have worked well in the past and have become
conventions. Note that in this thesis we will not investigate the behavior of human
agents.

In the context of this dissertation we say that a convention is a regularity of agent
behavior emerged as a result of repeated interactions. If all agents in a repeated
pure coordination game have learned to select the same action at every iteration,
we say that they have formed a convention. Therefore, a convention can be seen as
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a solution to a pure coordination problem, where agents can realize mutual gains if
they exhibit common behavior, i.e. if a convention emerges in the MAS.

3.1.2 Aim

In this chapter we study how conventions can emerge as a solution to repeated de-
centralized coordination problems in large multi-agent systems, where agents are
arranged in different interaction graphs (or topologies). We examine the coordi-
nation game through repeated local interactions between members of a society in
the absence of central authority. We propose an approach that guides agents in
selecting their actions in order to reach a mutually beneficial outcome in as few time
steps as possible. In particular, we are interested in the average number of repeated
interactions until all agents arrive at a convention when using our on-line learning
approach in different topological configurations. Note that the purpose of our ap-
proach is to be applied in engineering applications where agents have no individual
preferences. For this reason we are not investigating the behavior of human agents
and their individual welfare.

To illustrate the concept of conventions in WSNs, we present an example of
a pure coordination problem, which we will study and elaborate on later in this
chapter.

Example 9 (WSN pure coordination). Consider an arbitrary network of nodes,
which typically communicate on different frequencies (or channels) in order to avoid
radio interference. Every so often, all nodes need to switch to the same channel,
regardless which, in order to exchange control messages, e.g. to synchronize their
clocks. In the absence of central control, how can all nodes in the wireless sensor
network learn over time to select the same broadcast frequency?

Here energy constrained sensor nodes need to quickly learn to select the same
frequency in repeated interactions under very limited feedback from the environ-
ment. In this scenario the longer this learning process takes, the more costly it
becomes for agents. Note that we do not distinguish between channels of different
interference levels (or quality), but only between high and low interference. In this
example we are concerned with finding a channel with sufficient quality to allow for
proper communication, and not necessarily the best channel.

In the next section we situate our work on emergent conventions in the context
of related work and then outline our contributions in Section 3.3. We study in detail
the coordination game that our agents are involved in and the underlying interaction
models in Sections 3.4 and 3.5, respectively. We describe our approach in Section 3.6
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and investigate its performance in different settings in Section 3.7. We present our
conclusions in Section 3.9 and provide some directions for future work.

3.2 Related work

In this section we will examine the related work by grouping it according to a number
of characteristics. Some of the main features we explore are topology type, memory
size, interaction model and convergence threshold. These characteristics will allow
us to compare the different settings used in the literature of convention emergence.

Most related work presented below considers populations of artificial agents as
well as human populations, in which players are not self-interested and all aim
towards the same goal. We use the same assumption of altruistic agents in this
thesis, but we restrict our attention to computer agents.

One of the earliest and most influential works on the study of conventions is
that of Lewis [1969]. He explores the emergence of conventions and the evolution
of language in signaling games. Later, Axelrod [1986] investigates the factors that
speed up convention emergence and the conditions under which a convention remains
stable. Young [1993] studies stochastically stable equilibria in coordination games
where agents can occasionally explore, or make mistakes. These authors, as well as
others [De Vylder, 2008] consider only fully connected network of players where
each agent can potentially interact with any other agent with the same probability.
However, nodes in a sensor network are usually spread over a vast area, forming a
specific topology. We cannot assume that the network is fully connected. In that
regard, the work of Kittock [1993] is the first to explore the influence of a restrictive
interaction model on the evolution of the system. He investigates the performance
of agents in different interaction graphs. A similar study is the one of Delgado et al.
[2003] who investigates the speed of convention emergence in scale-free networks.
Restrictive topologies are indeed more general than fully connected topologies and
often represent more realistic scenarios, such as nodes in a WSN. Therefore, in
this chapter we also study convention emergence in a number of interaction graphs,
including a fully connected one. These different models allow us to study the effect
of both global interactions (everyone can interact with everyone else) as well as local
ones (agents can only play with their immediate neighbors).

A large body of research has studied convention emergence as one-to-one inter-
actions between randomly selected individuals of the population [Kittock, 1993;
Shoham & Tennenholtz, 1997; Barrett & Zollman, 2009]. With the rise of virtual
interaction environments, such as social networks, weblogs and forums, this model
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seems to less accurately resemble the evolution of behavior in these societies. More-
over, nodes in a WSN broadcast messages to all nodes in range, thereby affecting
the behavior of several others at the same time. Little work has focused on multi-
player interactions where an agent can meet a variable number of other players in
a single game [Delgado et al., 2003; Villatoro et al., 2011b]. In this chapter we ex-
amine both pairwise interactions (agents play 2-player coordination games) as well
as multi-player ones (n-player coordination games). In addition, most research con-
siders only 2 actions per agent, while we will explore settings with 3 and 5 actions
in order to study the scalability of our approach.

Shoham & Tennenholtz [1993] introduced the Highest Cumulative Reward (HCR)
update rule that lets agents select the most successful action in the last l time steps.
Thus, the parameter l is the number of previous interactions of the agent, or its
memory. In the latter work, the authors assume that agents have access to either
the entire history of plays, or just a limited memory window. The assumption of
unlimited history of interactions is unrealistic in WSNs, where nodes have limited
memory capabilities. Wireless nodes also need their memory to store incoming pack-
ets and sensor measurements. Moreover, selecting the most successful action in the
last l time steps introduces what Villatoro et al. refer to as “the frontier effect”. A
number of agents at the border between two groups, who each has converged to a
different action, experience conflicts, but cannot resolve it, since the most successful
action for each agent is reinforced by its neighbors. We will see in Section 3.7 that
such scenarios do not occur when using our approach. Here we relax the memory
assumption altogether and say that agents are memoryless, or that they keep no
history of previous interactions, except the current one. Note that this setting can
be also viewed as having a memory of one, since the agent keeps its current action
in memory. Here we refer to the memory as the history of past interactions and
therefore we say that our agents are memoryless. After each play, agents decide to
alter or keep their current action, based on the immediate payoff, hence no memory
of previous interactions. In fact, Barrett & Zollman [2009] investigate how forget-
ting past interactions may help agents reach conventions faster in the evolution of
language. They conclude that forgetting helps move agents away from suboptimal
equilibria and therefore increases the probability of evolving an optimal language in
signaling games.

Similarly, the experimental results of Villatoro et al. [2011b] also suggest that
convergence is faster for smaller memory sizes, but they do not attempt to abandon
the use of memory altogether. They introduce a new reward metric which determines
the payoffs of agents based on the history of their interactions and they measure the
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time steps until full convergence. However, due to their stochastic action-selection
policy (ε-Greedy), even if 100% of the population select the same action at some
moment in time, agents may still escape the convention in the next step and, over
time, form new one. In contrast, our action selection approach ensures that agents
will never escape a convention. It instructs agents to keep their successful actions
and to probabilistically select a different one if they encounter conflicts. We name
this approach Win-Stay Lose-probabilistic-Shift (WSLpS) and it shares character-
istics with two related techniques proposed in literature. Barrett & Zollman [2009]
introduced the Win-Stay Lose-Randomize (WSLR) algorithm in the context of the
evolution of language. WSLR is maximally forgetful, in the sense that it retains no
history of past interactions, and outperforms two different reinforcement learning
algorithms that use memory. The authors draw an analogy to a similar algorithm,
named Win-Stay Lose-Shift (WSLS) (see Section 2.3.3). It was first presented as
win-stay lose-change by Kelley et al. [1962] and later analyzed by Nowak & Sigmund
[1993] in the iterated Prisoner’s Dilemma (IPD) game (see Example 2). As we will
see in Section 3.6, our action selection approach resembles both WSLR and WSLS,
but differs in the way agents select their action upon failure.

Most of the literature on convention emergence assumes that a convention is
reached when at least 90% of the population select the same action [Kittock, 1993;
Delgado et al., 2003] (or even 85% by Shoham & Tennenholtz [1997]). However,
Villatoro et al. [2011b] argue that a threshold of 90% is not sufficient to say that
agents’ behavior has converged. Unless 100% of the population select the same
action, there is always the possibility that the majority agents may learn, over time,
to select a different action and therefore arrive at a different convention. Moreover,
if any group of agents arrive at a different (sub-)convention than the rest of the
population, the agents on the border between the different groups will experience
conflicts and thus incur costs. In a WSN, for example, if some nodes are in conflict
with others, they will deplete their batteries faster than the rest of the network,
drastically lowering the overall network lifetime. We require that in order for a
coordination problem to be solved there may not exist any sub-coalitions, i.e. groups
of agents whose actions differ from those of other groups. For the rest of this
chapter we say that the population has reached a convention, or that the individual’s
behavior has converged, if and only if all agents have learned to select the same
action, regardless which. We recall that agents have no individual preferences.

In Table 3.1 we summarize the contributions of other researchers according to
the features presented in this Section and situate our work in this domain. One
important difference between our experimental setting and the one studied by some
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Author(s) Approach Memory
size

Topology
type

Interaction
model

Number
actions

Convergence
threshold

Kittock
HCR limited,

none
full,
restrictive

2-player 2 90%

Young
Adaptive
Play

global
limited

full n-player 2, 3 not
reported

Shoham
& Tennen-
holtz

HCR full,
limited

full 2-player 2 85% – 95%

Delgado
et al.

HCR, GSM limited restrictive 2-player,
n-player

2 90%

Barrett &
Zollman

ARP,
smoothed-RL,
WSLR

full,
limited,
none

full 2-player 2,3 99%

Villatoro
et al.

Q-Learning limited full,
restrictive

2-player,
n-player

2, 3, 4 100%

this
chapter

WSLpS none full,
restrictive

2-player,
n-player

2, 3, 5 100%

Table 3.1: Summary of related work.

authors is that we use synchronous action selection. At every time step all agents
select their actions at the same time. This behavior is common in artificial societies,
such as wireless sensor networks, where agents are required to communicate using
specific protocols, such as TDMA (see Section 5.2). In other scenarios (e.g. in hu-
man populations) synchronous behavior cannot be enforced and therefore different
agents may change their actions with different frequencies. A more accurate model
then is the stochastic social games, studied by Shoham & Tennenholtz [1997] where
agents asynchronously select their actions. Asynchronous action selection implies
that some agents may change their action more often than others. Therefore, fur-
ther study needs to be conducted applying WSLpS in games where agents interact
asynchronously in order to compare with previous work.

Tan [1993] investigates whether cooperative agents can outperform agents who
learn independently. The author concludes that sharing learned policies helps
cooperative RL agents to learn faster than independent agents. However, sharing
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knowledge comes with a communication cost and requires larger state space, since
agents are allowed to observe the state of other agents. Indeed, communicating
information between nodes in a WSN is costly in terms of energy consumption.
Moreover, it is not always possible — a node cannot communicate with another
that is listening on a different channel. Therefore we assume in our work that
agents cannot communicate to solve the decentralized coordination problem. An-
other crucial aspect of our coordination games is the limited environmental feedback
and the lack of information on the actions of others. Sen et al. [1994] investigate the
setting where two agents learn independently without sharing any problem-solving
knowledge. In contrast to the above work, they conclude that global coordination
can emerge between agents without explicit information sharing. Moreover, in their
simulations the authors demonstrate that two agents can learn coordinated actions
when neither of them knows that there is another agent in the system. In support of
the latter findings, Claus & Boutilier [1998] have shown that despite the use of more
information by joint-action learners (JALs), their performance does not significantly
differ from that of independent learners (ILs). Claus & Boutilier point out another
drawback of JALs besides their larger memory requirements to store the state space.
Since JALs maintain beliefs about the strategy of the other agents, beliefs based on
a lot of experience require a considerable amount of contrary experience to be over-
come. ILs, in contrast, do not consider other agents in the system and therefore
can easily adapt to changes in the environment. Due to the limitations of JALs
especially in the WSN setting, in our work we use only independent learners.

It is important to note here the relationship between our domain of convention
emergence and that of emergence of cooperation [de Jong et al., 2008; Segbroeck
et al., 2009]. While both fields study how cooperation/coordination can emerge
from local interactions, in our coordination games agents are fully cooperative in
the sense that they have the same goal, only reaching it is hard. We are not looking
at competitive games where agents care only of their individual payoff and where
defection is (individually) preferred to cooperation. For this reason we are not
studying the factors that promote cooperation. Instead, we are exploring algorithms
that help agents coordinate in a decentralized manner under limited environmental
feedback. We are interested in the rate at which conventions emerge when individual
agents learn in different settings.



50 Chapter 3. Pure coordination: convention emergence

3.3 Summary of contributions

Many real-world scenarios involve agents participating in a coordination game. In
this chapter we study pure coordination games played by computer agents, but we
will use the WSN domain as a real-world scenario to motivate our design choices. In
the previous chapters we mentioned several other examples, such as robotics, virtual
environments and social networking websites. In most settings agents need to reach
a convention in the absence of a central authority. Moreover, due to the implied
cost of miscoordination, e.g. between battery-powered wireless nodes, conventions
need to emerge in as few interactions as possible.

Our main contributions are (1) to propose a decentralized approach for on-line
convention emergence, (2) to analytically study its properties and (3) to perform
an extensive empirical study analyzing the behavior of agents in a wide range of
settings. Our approach is called Win-Stay Lose-probabilistic-Shift, or WSLpS for
short. We introduce a parameter that defines the probability with which agents
will change their action upon miscoordination (discussed further in Section 3.6). In
the limit of this parameter setting, WSLpS can behave as the well-known game-
theoretic strategy Win-Stay Lose-Shift (see Section 2.3.3) or the algorithm Win-
Stay Lose-Randomize, proposed by Barrett & Zollman [2009]. As such, WSLpS is a
generalization of both algorithms. Typically, highly constrained sensor nodes have
limited memory capabilities that nodes use to store incoming packets and sensor
measurements. Therefore, we require that our learning approach imposes minimal
requirements on the memory of agents. Our action selection approach is unique in
that it requires no memory of previous interactions, given the current one, and drives
agents to full convergence, i.e. 100% of the agents reach a convention. Moreover,
once convention is reached, agents will never change their actions and thus never
escape the convention.

We investigate what factors can speed up the convergence process of agents
arranged in different topological configurations, such as ring, scale-free and fully
connected topologies. Since interactions between individuals often incur certain
cost (e.g. time, computational resources, etc.), it is necessary that agents reach
a convention in the least number of interactions. We study how the convergence
speed is affected by the amount of information agents receive from the environment.
Due to the limited capabilities of nodes, the wireless agents can detect the result
of their actions only as “success” or “failure”, lacking any details about the cause
of each outcome. Thus, they interpret each result as a (binary) payoff signal from
the environment. We also propose a local observation strategy that significantly
enhances the rate of convergence in some settings. This technique resembles the one
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proposed by Villatoro et al. [2011a]. However, in our work agents can only observe
the current actions of their immediate neighbors and not past actions or agents
further in the network. We show how information on the actions of neighbors, if
available, can be incorporated in the decision process to help agents reach consensus
faster. To reflect the limited environmental feedback of nodes in a WSN, we examine
here the convergence duration under a binary (less informative) and multi-valued
(more informative) feedback from the environment. We also study how our approach
scales for different population sizes and for games where agents have more than 2
actions.

Forwarding a message in WSNs requires the coordination of at least two nodes.
A transmission, however, may affect all nodes in range. In addition to pairwise in-
teractions, we study the emergence of conventions as multi-player games where each
agent interacts with possibly many other neighbors at the same time and obtains a
single feedback from that interaction. This type of one-to-many encounters is rarely
studied in literature, but often occurs in artificial societies, such as WSNs. In such
real-life settings, each agent can interact with any number of players simultaneously.
In a given coordination game an agent can meet one other member, or interact with
all neighbors at the same time. A directed unicast signal, for example, will be re-
ceived by only one agent, while a broadcast message will reach all members in range.
Thus, we investigate the performance of agents under two interaction models based
on the topological configurations and the information that is available to them. Put
differently, we provide insights in the conditions under which conventions emerge
faster both in pairwise and in multi-player interactions.

We list here the contributions of this chapter in short:

• We propose WSLpS – a decentralized approach for fast convention emergence
that achieves full convergence without requiring the history of previous inter-
actions.

• We analyze the theoretical convergence properties of our algorithm using the
theory of Markov chains.

• We investigate how the topological configuration of agents affects the speed
of convergence and examine the scalability of our approach in the number of
agents and actions.

• We study the behavior of agents in pairwise interactions under a binary (less
informative) feedback from the environment and in multi-player interactions
with multi-valued (more informative) feedback.
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• We show how observation of the actions of neighbors can be used to further
speed up the convergence rate.

3.4 The coordination game

In Sections 2.2.1.1 and 3.1 we introduced the coordination game and gave two typ-
ical examples of coordination problems. Here we will present in more detail the
coordination game that we use in our analysis and simulations. We are interested in
pure coordination games, where agents have the same preferences over the different
solutions of the coordination problem. Selecting the same action as others yields
higher payoff to each agent, than if their actions differ. In this chapter we investigate
how fast all agents can arrive at the same decision via repeated interactions.

A common assumption in the literature on coordination games is that agents
are involved in symmetric 2-player interactions with random individuals from the
population. Thus, the same one-on-one coordination game is played throughout the
whole network between randomly selected pairs of agents. In some settings it is
reasonable to assume that pairs of agents are involved in the same symmetric game
where each one receives a payoff based on the joint action. However, quite often in
practice the coordination game differs among agents based on the number of players
involved in an interaction and their current actions. Moreover, some agents might
be unaffected by the outcome of a given game, or simply unaware that they are
involved in a game at all. Imagine for example a node A trying to send a message to
another node B. If the radio of the latter is switched off, damaged, or currently in
communication with another node, the intended receiver cannot detect that someone
is trying to transmit information (and hence will receive no payoff from that game).
Node A, on the other hand, will receive a negative payoff from the environment
(or the wireless medium) due to the energy spent to transmit a message that was
not delivered. In our example, the first node started the game by attempting to
coordinate with the second, while the latter was unaware of its involvement in that
game. Only when both agents select the same action, they will be aware of each
other’s involvement in the game. However, if not only the initiator, but both agents
use this information, i.e. if both agents receive payoff and update their strategy, they
will reinforce the chosen action, and consequently make it difficult to coordinate with
their other neighbors who might choose different actions. This model of one-sided
interactions is also used by Bramoullé et al. [2004]. Similarly, Villatoro et al. [2011b]
experiment with the setting where only the “first” agent updates its strategy, while
the “second” agent ignores the obtained payoff from the game. This implementation
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resembles our setting where only the initiator of the interaction is aware of the game
and updates its strategy.

We model agent interaction as a one-shot game between n = 2 agents. This
model will be extended for n > 2 in the second half this chapter where agents are
involved in multi-player interactions. All agents in the network simultaneously select
an action and then pairs of agents meet in pairwise coordination games. When
two agents “interact”, “meet” or “play”, only the initiator of the game receives
payoff, based on the joint action of these agents. The payoff to the other agent is
determined by the game that it itself initiates. Each payoff is determined based on
the combination of the actions of the two agents participating in that game, which
is also called their joint action. The term “joint action” is used here in the context
of the individual coordination games induced by the network topology and not as a
way to describe the actions of all agents in the population. As mentioned above, in
some cases not all agents can be aware of their involvement in a game. A similar
setting is used by Villatoro et al. [2011b] where in every interaction one of the two
interacting agents is selected at random to update its action, while the other agent
“discards” the obtained payoff. In our work all agents simultaneously initiate exactly
one game at every iteration and therefore each agent obtains exactly one payoff per
time step. Section 3.5 describes in more detail the model of agent interaction.

A classical game-theoretic assumption is that agents select actions in order to
maximize their payoff. For this reason, rational players must choose an action based
on their expectation of the play of others. The game for each agent i is represented
as a two-dimensional payoff matrix Mi. For example, if an agent i initiates a coor-
dination game with another agent j, i’s two-dimensional payoff matrix can be seen
in Table 3.2, where {a1

i , a
2
i , . . . , a

k
i } is i’s action set, and similarly, {a1

j , a
2
j , . . . , a

k
j} is

the action set of agent j.

a1
j a2

j · · · akj
a1
i 1 0 · · · 0
a2
i 0 1 · · · 0
... ... ... . . . ...
aki 0 0 · · · 1

Table 3.2: Payoff matrix of the row agent i involved in a 2-player k-action
pure coordination game.

Each cell of Mi contains the payoff that agent i (the row agent) receives for the
joint action. Recall that our agents cannot observe the joint action. According to the
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above description of a game, we say that the column player does not receive a payoff
for the encounter shown in Table 3.2, since it did not initiate the game. We assume
here without loss of generality, that the number of actions k is the same for all
players, though in certain coordination problems agents may have different number
of available actions. Furthermore, it is generally assumed that the actions of agents
are not labeled or ordered in any specific way, for one could design a simple rule
saying that all agents should pick the first action. For example, if the WSN designer
programs all nodes to communicate on the first wireless channel and it becomes
unavailable due to interference, nodes could spend a lot of energy attempting to
communicate on that frequency. To avoid this trivial and often unrealistic setting,
we require that the behavior of agents should be independent of action names and
their order. This assumption is known as action symmetry. Lastly, as shown in
Table 3.2 we have selected the value of 1 for each pair of matching actions and 0
otherwise. These values can be chosen arbitrarily, as long as the payoff of successful
coordination is the same for all pairs of matching actions and strictly higher than
the payoff of any alternative joint action (cf. Section 2.2.1.1). Thus, the payoffs in
the game matrix capture the incentive for agents to reach a convention.

As mentioned earlier, the coordination problem is “solved” if all agents select
the same action, or in other words, if they all reach convention. In that setting we
say that their joint action is a pure-strategy Nash equilibrium if no agent has an
incentive to unilaterally deviate from the joint action. Put differently, no player can
strictly improve its payoff by acting differently, while the others keep their actions
unchanged.

Another related notion we will use in this Chapter is that of Pareto optimality
or Pareto efficiency (see Definition 6). To recall, a joint action is Pareto optimal
if and only if there is no other combination of actions with a strictly higher payoff
for at least one agent and weakly higher payoffs for all others. In a Pareto efficient
solution no agent can obtain higher payoff without decreasing the payoff to another.
For example, in the 2-player coordination game described above, all pure-strategy
Nash equilibria are Pareto optimal. Since agents have no individual preferences, in
our games no NE is strictly dominated (or more preferred than another). Therefore
we say that agents are indifferent between the Pareto optimal Nash equilibria of the
game. In general it holds that all solutions of a given pure coordination problem
(or all conventions) are Nash equilibria. However, the reverse is not always true.
Certain joint strategies might result in a sub-optimal (or Pareto dominated) Nash
equilibrium that is not a convention. For example, agents arranged in the topology,
shown in Figure 3.1, can reach an equilibrium that is not a convention, if agents A,
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B, C and D select actions a1
a, a1

b , a2
c and a2

d, respectively. Agents A and D each
get a payoff of 1, since their immediate neighbors select the same action. Agents
B and C, on the other hand, are in conflict with each other, but not in conflict
with their respective neighbors A and D. In this way no single agent can change its
action to improve its payoff and therefore the outcome is a Nash equilibrium, that
is not a solution of the given coordination problem. Nevertheless, as we mentioned
earlier and will see in Section 3.7, our individual learners can escape such suboptimal
outcomes and achieve full convergence in only a few iterations.

Figure 3.1: A sample topology of 4 agents playing a pure coordination
game with two available actions. Agents A and B have selected the same
action (black) and agents C and D have selected the other (white). Agents
B and C will have a payoff of 0, since they are in a conflict, but none of
them can unilaterally change its action and improve its payoff.

The general form of our pure coordination games is that agents need to coordinate
on the choice between several Pareto optimal Nash equilibria of the game, without
a central authority. The final outcome matters little to any player, as long as all
players select the same action. Due to the implied cost of miscoordination, we would
like to make agents, arranged in an arbitrary topology, reach a convention in as few
interactions as possible. The main challenge in such repeated games is to design an
action selection rule that will be adopted by individual agents and will lead them to
global successful coordination. Before we present how our approach guides agents
into a convention, we describe the details of the interaction model.

3.5 The interaction model
We consider a fixed population of N agents, arranged in a static connected interac-
tion graph (or topology). Vertices represent agents and a direct interaction between
agents is allowed only if they are connected by an edge in the graph. Players who
share an edge are called neighbors and all neighbors of a given player constitute its
neighborhood. We assume fixed topology where agents cannot change their connec-
tions to others, i.e., there is no rewiring between vertices. We note here that agents
are unaware of the identity (or names) of others. Thus, players cannot condition
their action selection on agent names. This assumption, called agent symmetry,
stems from a similar requirement we stated earlier — agents are affected only by
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what others are playing, i.e., their actions, and not by whom they are playing with,
or their identity. The behavior of an agent should remain the same if we are to
replace the identity of one of its neighbors with another. For example, when a node
in a WSN runs out of battery, it can be replaced by another node with a different ID.
The neighbors of that node should still learn to coordinate in the same way as with
the node that was depleted. The intuition behind this principle is that we cannot
anticipate in advance which particular individuals will be involved in a coordination
game. Even though information on the identities of other agents might be quite
informative in some settings (e.g. a backbone node in a heterogeneous WSN), the
role of agent identities is out of the scope of this chapter, as it is often done in the
literature of coordination games [Shoham & Tennenholtz, 1997; De Vylder, 2008;
Villatoro et al., 2011a].

We study the iterated abstract coordination game in a simulation that proceeds
as follows. At every discrete time step (or iteration), agents play the pure coordi-
nation game, outlined in Section 3.4. At every time step all agents independently
and simultaneously select an action and then each agent meets one of its neigh-
bors at random. All agents use the same action in all individual games within one
iteration. Each player may be part of many games, but initiates exactly one coor-
dination game per iteration and receives a single payoff from the environment that
is computed based on its own action and that of the agent with whom it interacts.
Unless stated otherwise, we assume that agents cannot observe each other’s action
before, during or after they meet. We say that the environment determines the
payoff to the initiator (i.e., the row agent), based on the joint action. At the end of
the iteration, agents use their action selection mechanism and the obtained payoff to
synchronously pick their actions, which will be used in the next iteration. After that,
the new iteration begins. Note that all agents have the same set of available actions.
This repeated coordination game is played until all agents learn to select the same
action, i.e. until agents reach a convention, or until Tmax time steps have passed.
Our performance criterion here is the number of iterations until full convergence.
This simulation process is detailed in Algorithm 1.

At first the interaction graph is created (function initTopology) based on the
number of agents N and the topology type S. The action of each agent is initial-
ized at random (function selectRandomActions) after which agents repeatedly meet
(lines 4-9) until full convergence or until the maximum number of iterations Tmax is
reached. We set Tmax high enough to allow for a sufficient number of attempts to
reach convention. Each agent selects one of its neighbors in the graph g (function
selectNeighbors, Algorithm 2). Then, each agent initiates a game with its selected
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Algorithm 1 Main simulation process for the pure coordination problem
Input: N ← number of agents,

S ← type of topology,
Tmax ← maximum iterations

Output: time steps t until full convergence or Tmax

1: g ← initTopology(N , S)
2: a← selectRandomActions
3: t← 0
4: repeat
5: r ← selectNeighbors(g)
6: p← getPayoffsFromGames(a, r , g)
7: a← selectActions(p)
8: t← t+ 1
9: until conventionReached(a) OR t ≥ Tmax

10: return t

neighbor and the environment determines the payoff to that agent, based on the joint
action in each coordination game (function getPayoffsFromGames). Using that pay-
off, all agents will simultaneously pick their actions for the next iteration accordingly
(function selectActions). The process then determines if all agents have selected the
same action (function conventionReached). If they all belong to a convention, the
simulation will stop and return the number of iterations until full convergence (line
10). Otherwise in the next iteration agents will select new neighbor(s) to interact
with and the process will repeat (line 4). Note that we stop the simulation process
once convention has been reached, since we are interested in the number of time
steps until convergence. Agents themselves are not aware of the global behavior of
the population, i.e. the fact that a convention has been reached, and therefore they
will continue playing the pure coordination game. However, their action selection
process must ensure that they do not leave the state of convention. We will see in
Section 3.6.2 how our action selection algorithm ensures just that.

At every time step in the pairwise interaction model each agent meets one ran-
domly selected neighbor and plays a pure coordination game. This model of stochas-
tic interactions is typically studied in literature [Kittock, 1993; Barrett & Zollman,
2009] and often occurs in practice. An example of scenarios involving pairwise
coordination between players is peer-to-peer communication in computer networks
[Lewis, 1969]. In the second half of this chapter we study the multi-player interac-
tion model, where each agent meets all its neighbors in a single coordination game
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at every iteration. This one-to-many interaction is rarely studied in literature, but
is inherently present in a vast number of real-life settings. Coordination in multi-
player interaction can occur between robots deciding on a meeting location or even
in the evolution of language. Other scenarios where several agents interact simulta-
neously to coordinate are in radio communication and in on-line environments. We
will elaborate on this model in Section 3.8.

The pseudo-code of the function selectNeighbors from Algorithm 1 is given in
Algorithm 2 for the pairwise interaction model.

Algorithm 2 function selectNeighbors for the pairwise interaction model
Input: game topology g
Output: a vector r with elements ri indicating the interaction partner of each agent

i {assuming pairwise interaction model}

1: for all agents i do
2: b← getNeighbors(i, g)
3: j ← selectRandomNeighbor(b)
4: ri ← assignPlayers(i, j) {ri is element i from vector r}
5: end for
6: return r

A notable difference between our pairwise interaction model and the model stud-
ied in literature is that we allow only the initiator of a coordination game to receive
a payoff signal, and not the second player. As mentioned in Section 3.4, agents
might be unaware of their involvement in a game and therefore obtain no feedback
from an interaction that other agents initiate. At every time step t each agent i se-
lects one of its neighbors at random, say j, and plays a k-action coordination game,
where k is fixed at the beginning of the simulation. Based on the joint action of
i and j, the environment determines the payoff pi ∈ {0, 1} to agent i (in function
getPayoffsFromGames, Algorithm 1). Agent j does not receive a payoff from this
interaction, since it did not initiate that game. Its payoff will be determined from
the game that it initiates with a randomly selected neighbor (possibly with agent
i). In other words, the direction of the encounter matters. Formally, the payoff pi

to agent i is computed based on its action ai and the action aj of its neighbor j in
the following manner:

pi =
 1 if ai = aj,

0 if ai 6= aj.
(3.1)

After all agents have obtained the payoff from their respective game, each agent uses
our Win-Stay Lose-probabilistic-Shift approach to independently decide whether to
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keep its action unchanged in the next iteration, or to select a different one at random.
In Section 3.6 we will elaborate in more detail how this action selection is performed.

(a) Game topology with 3 agents.

a1
b a2

b

a1
a 1 0
a2
a 0 1

(b) Payoff matrix of
agent A.

a1
a a2

a

a1
b 1 0
a2
b 0 1

(c) Payoff matrix of
agent B against A.

a1
c a2

c

a1
b 1 0
a2
b 0 1

(d) Payoff matrix of
agent B against C.

a1
b a2

b

a1
c 1 0
a2
c 0 1

(e) Payoff matrix of
agent C.

Figure 3.2: A sample coordination problem with 2 actions and 3 agents
and their corresponding payoff matrices in the pairwise interaction model
with binary payoffs.

To illustrate the pairwise interaction model, we will now present a very small
example of a coordination problem with 3 agents and two actions (N = 3, k = 2).
Consider the topology shown in Figure 3.2a, where agent A has B as neighbor and
similarly C has an edge to B. Thus, agent B is connected with both A and C. At
every iteration agent A meets B (as its only neighbor) and receives a payoff from
that encounter (see Table 3.2b). The same goes for agent C, who always interacts
with B. Its payoff matrix is shown in Table 3.2e. Agent B, on the other hand,
at each iteration selects one of its two neighbors at random with equal probability
and has a one-on-one encounter with that agent, followed by a payoff from the
environment. Thus, at each time step, B’s payoff table would have either A or C
as the column player, as shown in Tables 3.2c and 3.2d respectively. To summarize,
at each iteration agent B will participate in three games — two games, initiated
by each of its two neighbors and one game initiated by itself. Agents A and C will
each participate in either one or two games, depending on the interaction partner
that B chooses each time step. As stated in Section 3.5, all agents use the same
action in all individual games during one iteration and receive a payoff only from
the game that they themselves initiate. Although we assume that agents are not
aware of their involvement in the game, if two agents select the same action, the
partner of the initiator will become aware of the game that is taking place. As
indicated earlier, the second player will not use this information, since reinforcing
its action will make it difficult to adapt to the rest of the network. Nevertheless,
further analysis is necessary to confirm this claim.
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Notice how the game topology restricts agent interaction: the payoff of agent A
is independent of the action of C and analogously, C is not influenced by the play
of A. Still, agents are not aware of the game topology, but only of their immediate
neighbors. In general, in the pairwise interaction model with k actions the payoff
table of each player is always 2-dimensional containing k2 binary values – one for each
joint action. An agent gets 1 if its action is the same as its opponent and 0 otherwise.
Although we consider here abstract pure coordination games, this interaction model
is observed in real-world pairwise interactions, such as those between a wireless
transmitter and a receiver. If two wireless devices select different frequencies, they
will not be able to communicate. In this setting we say that the transmitter obtains
a payoff of 0 for that encounter. We point out that the feedback is determined by
the environment since we assume that agents are not allowed to see each other’s
selected actions at any time, unless stated otherwise. In the above example the
intended receiver is unaware of the interaction initiated by the transmitter, since
the former is listening on another channel.

3.6 Win-Stay Lose-probabilistic-Shift approach

The main question we are investigating in this chapter is how agents involved in a
repeated pure coordination game can reach a mutually beneficial outcome on-line
without a central mediator. In the presence of several alternatives and no individual
preferences agents need to rely only on repeated local interactions to reach a conven-
tion. After each round of interactions agents use their payoff signal to decide whether
to select a different action (at random) or keep their action unchanged in the next
iteration. Our action selection approach resembles two well-known algorithms in
game theory, namely Win-Stay Lose-Shift (WSLS) and Win-Stay Lose-Randomize
(WSLR). The WSLS strategy was studied in the repeated Prisoners’ Dilemma game
[Nowak & Sigmund, 1993], while WSLR was applied in signaling games [Barrett &
Zollman, 2009]. Our approach, however, differs from the classic versions of WSLS
and WSLR in a probabilistic component that we have introduced (see Sections 3.6
and 3.8.2), and therefore is more general than both. Moreover, as we will see in Sec-
tion 3.7 none of the above two algorithms can outperform ours in pure coordination
games.

Intuitively, if an agent receives the maximum payoff from an interaction (“win”),
it means that the other player in that given encounter has selected the same action.
In that case it is reasonable that the agent will select the same action in the next
time period (“stay”). A low payoff, on the other hand (“lose”), indicates that the
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selected neighbor has picked different action and therefore the initiator needs to
possibly change its action in the next interaction (“probabilistic shift”). Whereas in
the classic WSLS and WSLR agents will always change their action upon “lose”, in
our version we introduce a probability for “shift”. This stochasticity is necessary to
ensure that agents with conflicting actions will not constantly alternate their choices
and thus will reach a convention faster. Due to this probabilistic component, we
name our action selection approach Win-Stay Lose-probabilistic-Shift (WSLpS).

The pseudo-code of our action selection approach (function selectActions from
Algorithm 1) is presented in Algorithm 3 for the pairwise interaction model. Each
agent will keep its last action unchanged in the next iteration if it obtained a payoff
of 1 (“win-stay”). If pi = 0, on the other hand, the agent will select a different action
at random with probability α (“lose-probabilistic-shift”); with probability 1−α the
agent will keep its action unchanged. In other words, α is the shift probability upon
conflict in the pairwise interaction model. This parameter gives the probabilistic
component of our WSLpS in pairwise interactions. A value of α close to 1 drives
agents to change their actions more often, while a value close to 0 makes them more
“stubborn”. Note that if α = 1, our approach resembles the classic Win-Stay Lose-
Shift. Agents will always change their actions when they obtain a payoff of 0, which
results in constant oscillation of actions especially in 2-action games. In Win-Stay
Lose-Randomize, on the other hand, upon conflict agents randomly select an action.
This behavior may cause the agent to select the same action as in the last time step
with probability 1/k, where k is the number of actions. Therefore, WSLR resembles
WSLpS when α = k−1

k
. If α = 0, on the other hand, agents will never select a

different action and therefore never reach a convention. For this reason we require
that α lies in the open interval (0, 1). The value of α is the same for all agents and
it is fixed at the beginning of the simulation. Section 3.7 will study in detail the
best values for this parameter.

Formally, agent i will select a different action at random in the next iteration
with probability Πi ∈ [0, 1]:

Πi =
 α if pi = 0

0 if pi = 1
(3.2)

upon receiving a payoff of pi ∈ {0, 1} in the current iteration, and using parameter
α ∈ (0, 1). With probability 1− Πi the agent will keep its action unchanged in the
next iteration, even if its last payoff was 0.

To summarize, at each time step our WSLpS approach allows for 2 possible
action selection outcomes depending on the algorithm parameters and the obtained
payoff from the latest interaction. Each agent will select an action, based on the
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Algorithm 3 function selectActions for the pairwise interaction model
Input: payoff pi ∈ {0, 1} for each agent i from the latest interaction
Output: a vector a indicating the new action of each agent

1: for all agents i do
2: ai ← getLastAction(i)
3: rnd← generateRandomNumber(0 , 1 )
4: Πi ← max(α− pi, 0)
5: if rnd < Πi then
6: ai ← selectNewRandomAction(ai)
7: end if
8: end for
9: return a

following probabilities:

• With probability Πi the agent will select in the next iteration a different ac-
tion at random from a uniform distribution. This probability is based on the
obtained payoff pi and the parameter α. Note that in this case the agent does
not observe and therefore does not know the action of its neighbor.

• With probability Π̂i = 1 − Πi the agent will select in the next iteration the
same action that it selected in the current one. Here too, the agent is unaware
of the action that its neighbor selected.

3.6.1 Properties of WSLpS

One important advantage of our WSLpS approach is that it is fully decentralized.
The algorithm is run independently by each agent and updates the agent’s action
only based on local interactions. Agents need not be aware of distant players or
their payoffs. Propagating such information in large networks can be costly or un-
reliable. Communication in wireless sensor networks, for example, is costly in terms
of energy consumption and can also be unreliable due to external interferences. Our
decentralized approach can be implemented in both synchronous and asynchronous
environments. In this chapter we investigate the behavior of agents using syn-
chronous action selection, since it resembles the interactions of wireless nodes that
use a slotted communication protocol.

Another positive property is that agents do not need to keep a history of (recent)
interactions. Most coordination algorithms proposed in the literature base agent’s
action selection on the history of past interactions [Young, 1993; Villatoro et al.,
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2011b]. In our case each agent selects an action based only on the current interac-
tion and therefore requires no memory, apart from the one necessary to store the
algorithm itself.

Yet another desirable aspect of our action selection mechanism is that a conven-
tion can be reached in a finite number of time steps (see Theorem 2). Moreover, once
a convention is reached agents will not change their actions. Put differently, agents
will never escape the Pareto optimal Nash equilibria of the coordination game. It
is important to note that agents cannot realize that a convention has been reached
since they have no global view and do not share any information with others. Nev-
ertheless, agents need not be aware of the convention at all. From the individual’s
point of view, the agent receives maximum payoff and therefore has no incentive
to change its action. After a convention has been reached, all agents will still be
running the WSLpS algorithm, but will always select the same action. If a new
agent joins the coordination game with a random action, the whole population will
converge again to a Pareto optimal Nash equilibrium.

3.6.2 Markov chain analysis

In order to study the expected convergence time and the parameter α of our algo-
rithm, we can represent our system as a Markov chain (MC) (see Section 2.4). In a
network of N agents with k actions a state s is an N -tuple that contains the action
of each agent at a given time step. The set of all N -tuples (or states) constitutes the
state space S = {s1, s2, . . . , skN}. We are interested in the probability πsx,sy (or πx,y
for short) of going from state sx to sy in one step. Thus, ∀sx, sy ∈ S, πx,y constitute
the elements of the row-stochastic transition matrix P . The transition matrix is
able to tell us the probability of transitioning between any two states in a single
time step. To compute the probability of going to a given state in any number of
time steps from any starting state, we use the following theorem.

Theorem 1. Given a probability vector ~u representing the distribution of starting
states and a transition matrix P, the final probabilities ~u(t) of arriving at each state
after t time steps is:

~u(t) = ~uP t (3.3)

Thus, the yth entry in the vector ~u(t) shows the probability that the MC is in
state sy after t time steps, starting from an initial distribution ~u. We are interested
in arriving at those states sy which are conventions, i.e. in which all agents select
the same action. We use the Equation 3.3 to determine the probability of arriving
at those states in a given number of time steps starting from any initial state.
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To compute each element in P , we need to determine the transitioning probability
between each pair of system states for a single step. To aid the discussion, we will
represent each index of P (i.e. each state in S) as an N -digit number with base k.
The first digit shows the action of the first agent, the second digit — the action of
the second one and so on. Furthermore, we define the operator 	 that shows the
binary “difference” between two states sx and sy, having a functionality similar to
the equivalence operator1 on binary numbers. Thus, sx	 sy gives a vector ~bx,y with
N elements. The ith element of ~bx,y is 0 if the ith digit of sx differs from the ith
digit of sy and 1 otherwise. In other words, we apply 	 to two states in order to see
which agents changed their actions (resulting in a value of 0) and which agents kept
(resulting in a value of 1). We then use the binary vector ~bx,y to compute a vector
~vx,y containing the agents’ individual probabilities of shifting or keeping between
states sx and sy:

~vx,y = (~1−~bx,y)×
~cx

k − 1 +~bx,y × (~1− ~cx) (3.4)

where ~1 is the vector of size N containing all ones, × denotes the element-wise vector
multiplication and ~cx contains the probability for each agent to change its action,
depending on the actions of its neighbors in state sx and on the network topology.
Each element ~cx[i] of the vector ~cx is computed in the following way:

~cx[i] =
(ni − ni|aj=ai)α

ni
(3.5)

where ni is the number of neighbors of agent i, ni|aj=ai is the number of neighbors,
whose action aj is the same as that of agent i and α is the shift probability parameter
of WSLpS. In essence, ~cx contains the probability for each agent i to change its action
when in state sx. Each element is computed as the probability of not agreeing with
a randomly selected neighbor, times α. The vector ~vx,y computes the individual
probability for each agent to change its action when the system goes from state sx
to state sy. Finally, the total probability of the system transitioning from state sx
to state sy is the product of all individual probabilities:

πx,y =
N∏
i=1
~vx,y[i] ∀x, y ∈ S (3.6)

Using Equation 3.6 we calculate each entry in the transitioning matrix P .
Note that this Markov chain analysis is generic enough and can be used to

analyze the behavior of arbitrary number of agents and actions in any topology. If

1 or NOT XOR
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we assume that all initial states are equally likely, we can set all elements of ~u to
1/kN , since there are kN possible states. We can compute the probability of arriving
at any absorbing state after t time steps using Equation 3.3. The probability Πconv,(t)

that a network with N agents and k actions will converge in t time steps is:

Πconv,(t) =
∑
i∈Ŝ

~u(t)[i] (3.7)

where Ŝ ⊆ S is the set of all goal states in S, and ~u(t)[i] is the ith element of ~u(t).
Here we simply sum the probabilities of arriving at all k goal states.

Lastly, we arrive at our main analytical result, expressed in the following theo-
rem.

Theorem 2. The Markov chain of WSLpS is absorbing and therefore agents using
WSLpS have a non-zero probability to reach convention in a finite number of time
steps.

Proof. Let A = {1, 2, . . . , N} be a finite set of N agents and K = {1, 2, ..., k} be
a finite set of k actions, where ati represents the action of agent i at time step t.
Further, let Ct

m = {i|i ∈ A, ati = m} be the set of all agents i whose action ati at
time step t is m ∈ K. Thus, the sets Ct

m are a partitioning of the set of agents
A. A goal state (or a state of convention) in our Markov chain is a state where
Ct
m = A for a given action m ∈ K and Ct

n = ∅ ∀n 6= m. Since in each goal state
there are no conflicts between agents, the probability that any agent i will select a
different action in the next time step is 0. Therefore all goal states are absorbing
(cf. Definition 17). In any other non-goal state there is a conflict between at least
two neighboring agents. Since α > 0 there is a non-zero probability that the system
will transition to a different state and therefore these are called transient states (cf.
Definition 19). Thus there are no absorbing states other than the goal states.

A transient state at time step t implies that there is a conflict between at least
two neighboring agents. Therefore, ∃i, j ∈ A such that i and j are neighbors in the
graph and i ∈ Ct

m and j ∈ Ct
n for m,n ∈ K,m 6= n. Thus, at time step t + 1 there

is a non-zero probability that Ct+1
m = {j} ∪Ct

m ∀j neighbors of i. Similarly, at time
step t + 2 the probability that at all neighbors l of agent j will select j’s action is
larger than 0. In a connected network with diameter d (the longest shortest path
between any two agents), there is a non-zero probability that at time step t + d

all neighbors of i, all neighbors of j and so on will select action at+dm and therefore
Ct+d
m = A. Thus, an absorbing state can be reached from any transient state (not

necessarily in one step) and since the network has a finite diameter d, agents using
the WSLpS algorithm are able to converge in finite number of time steps.
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The above theorem says that for t < ∞, Πconv,(t) > 0, i.e. there is a non-
zero probability that agents will reach convention in a finite number of time steps.
Following from the properties of absorbing Markov chains [Kemeny & Snell, 1969]
we have that as t→∞, Πconv,(t) → 1.
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(a) N = 4, k = 2.
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(b) N = 9, k = 2.
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(c) N = 4, k = 3.
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(d) N = 4, k = 5.

Figure 3.3: Probabilities for N agents with k actions to reach convention
within the first t = 1, . . . , 50 iterations in a ring topology for different
values of α.

Note that the absorption probability Πconv,(t) can be computed for arbitrary
number of agents and actions and for any network topology, based on the shift
parameter α. We show in Figure 3.3 the probability of convergence for different
number of agents and actions in a ring topology. We see that for larger networks
higher α increases the probability of convergence. We also see that the higher the
number of agents or available actions, the lower the probability of convergence. The
latter observation will be confirmed by our simulation studies in Section 3.7.

Besides the probability of convergence, one can also compute the expected con-
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vergence time of agents, i.e. the average number of iterations necessary until all
agents select the same action. Let Q be the matrix generated by taking P and
removing all rows and columns that contain a probability of 1. In other words we
remove all k rows that contain the probabilities of going from an absorbing state to
any state and all k columns with probabilities of reaching an absorbing state from
any state. In this way Q contains the probabilities of transitioning between any pair
of transient states in a single step. We then compute the fundamental matrix N to
obtain the expected number of times the process is in each transient state:

N = (I − Q)−1 (3.8)

where I is the identity matrix. Using the fundamental matrix N we can compute
the row vector ~e that gives us for each starting state the expected number of time
steps until the chain is absorbed:

~e = N~1 (3.9)

where ~1 is a column vector of all ones. Thus the element ~e[x] shows us the number
of time steps before the chain is absorbed when starting in state sx. Finally, we
compute the expected convergence time E based on the initial distribution of states:

E = ~u′~e (3.10)

where ~u′ is the transposed vector representing the distribution of starting states. In
this way the Markov chain allows us to study the effect of the parameter α on the
convergence time of agents. We show in Figure 3.4 the expected time of agents to
reach convention in the ring topology for different values of α.

In Figure 3.5 we show the best value for α, i.e. the parameter that achieves
the fastest expected convergence time, in ring topologies of different sizes. For
games with 2 available actions the best value of our shift probability saturates rather
quickly for larger networks. Thus, the MC model suggests that in these networks
our parameter α should be no lower than 0.8. We will see in Section 3.7 that this
result will be confirmed in our simulation studies in networks of 100, 200 and 500
agents. Games with more than 2 actions, however, seem to converge faster with
α < 0.8. We will study this setting empirically in Section 3.8.4. Since the state
space of the Markov chain grows exponentially in the number of agents, we are not
able to illustrate the theoretical properties of our system in large networks especially
with more than two actions. Therefore, for large networks we will show results based
on empirical data from extensive simulation studies to determine the best α and to
estimate the average number of time steps until convergence.
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(a) k = 2 actions.
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(b) k = 3 actions.
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(c) N = 4 agents.

Figure 3.4: Expected convergence time of agents in a ring topology for
different values of α.

3.7 Results

We explore the rate of convergence of our Win-Stay Lose-probabilistic-Shift ap-
proach in different settings. We follow here the same reasoning as in Villatoro et al.
[2011b] and set the threshold to 100%. We measure the time steps until all agents
learn to select the same action, regardless which. Recall that during one time step
each agent may participate in several coordination games (with the same action),
but receives exactly one payoff signal from the game that it initiates. In the follow-
ing sections we will study the effect of various system parameters on the convergence
time.
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Figure 3.5: The best value of α for different number of agents and actions
in the ring topology.

We will study 3 different topology types: ring, scale-free and fully connected.
The ring topology resembles a common scenario in computer networks where each
node has exactly 2 neighbors. It poses an interesting challenge for convention emer-
gence, due to the sparse connectivity of agents and the high network diameter (the
longest shortest path between any two agents). Next, we explore two different scale-
free networks — one sparsely connected and one denser, in order to understand how
densities affect convergence time. These networks represent also the connectivity
between agents in a social network. Our scale-free networks are generated using
the preferential attachment algorithm of Barabasi et al. [1999], where the number
of neighbors per node follows a power-law distribution. The first scale-free network
has N − 1 edges, while the denser network has twice the number of edges, i.e.,
2(N −1), where N is the number of agents in the network. Note that the number of
edges in the sparse scale-free network is the same as in the ring topology, but their
distribution is not. Lastly, we measure the convergence process in fully connected
networks, as it is often done in the literature of coordination games. This extreme
case resembles the interconnectivity in some artificial systems where everybody can
interact with everybody. The number of neighbors for each agent in the above
four topologies is displayed in Figure 3.6, where “Scale-free1” stands for the sparse
topology and “Scale-free2” — for the dense. Note that for clarity in Figure 3.6a we
show only one particular instance for each scale-free network, since these networks
are generated by a stochastic process. In our experiments, however, we generate a
different scale-free network in each sample run.
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(a) Number of neighbors per agent.
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Figure 3.6: Distribution of neighbors per agent in different topologies.

In the above topologies we vary the number of agents and number of actions
available to those agents in order to investigate the scalability of our approach. We
explore networks of 100, 200 and 500 players where agents can have 2, 3 or 5 ac-
tions. The convergence times for each parameter configuration are averaged over
1000 runs of Algorithm 1 in MATLAB. 1000 runs with a given parameter configu-
ration we call a sample. Each run ends either when a convention emerges, or when
a maximum of 10000 iterations is reached (Tmax = 10000), in which case the run is
not counted towards the mean of the sample. The sample is considered only if at
least 60% of the runs have finished within Tmax time steps. Each sample approxi-
mates a Gaussian distribution, whose standard deviation is rather large, due to the
probabilistic component of our approach. We measured empirically that samples
with larger means have also larger standard deviation. This observation is not sur-
prising, since our data is time dependent and the approach is stochastic. The more
iterations (or time) it takes for convention emergence, the lower the predictability of
the data. Conversely, samples with lower means (i.e., shorter convergence duration)
are closely centered around the reported mean. For clarity of exposition we chose
to report the statistical significance of the data mean, instead of its spread, which
is rather large and obscures the plots. In all reported results the error bars indi-
cate the 95% confidence interval of the reported mean. The action for each agent
is initialized uniformly random from the available actions. As stated above, the
performance measure of the system is the number of iterations until the actions of
all agents converge. We study here the parameter α ∈ (0, 1), or the shift probability
upon conflict.

Figure 3.7 shows the convergence duration of agents arranged in different topolo-
gies under the pairwise interaction model with binary payoffs where agents have 2
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(a) Ring topology.
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(b) sparse Scale-free topology.
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(c) dense Scale-free topology.
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(d) Fully connected topology.

Figure 3.7: Convergence time for different topologies under pairwise
interactions with 2 actions per agent. Error bars show the 95% confidence
interval of the mean.

available actions to choose from. This is also the classic experimental setting re-
ported in literature (see Section 3.2). Figure 3.7a has a missing value for 500 agents,
since all runs with α = 0.1 required more than Tmax = 10000 iterations to converge
and therefore were cut off before a convention has emerged. Figures 3.8a and 3.8b
show the percentage of runs that did not converge within this limit for the ring
and sparse scale-free topologies respectively. All runs converged in the other two
topologies. We notice that the performance of the approach is relatively sensitive to
the shift probability. Nevertheless it is consistent in all topologies and network sizes.
We can conclude that in all four topologies a value of α = 0.9 gives the lowest con-
vergence time of all values tested, regardless of the network size. Recall that a large
α increases the probability that an agent will change its actions when in conflict
with another. Thus, we observe that high shift probability leads to faster conven-
tion emergence. However, when α→ 1, the convergence time slightly increases. We
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(a) Ring topology.
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(b) sparse Scale-free topology.

Figure 3.8: Percentage of runs that did not converge within Tmax itera-
tions from Figure 3.7.

observe also the scalability of our approach with respect to the number of agents
— convergence time increases linearly with population size. Another intriguing ob-
servation is that densely connected networks (Figures 3.7c and 3.7d) converge on
average faster than networks with sparse connectivity (Figures 3.7a and 3.7b). The
reason for this behavior is that agents in denser networks have pairwise interactions
with a large number of different agents and thus conventions spread faster than in
sparsely connected networks. Analogously, agents in sparse networks interact with
only a limited set of other agents and therefore reinforce their neighbors’ action,
which may differ from the action of other groups.

To have a better understanding of the convergence process at a finer scale, we
present in Figure 3.9 the behavior of agents in a typical simulation run of Algo-
rithm 1. Figure 3.9 displays the action of agents during learning in the ring topology
with 100 agents and 2 available actions. According to Figure 3.7a we set the shift
probability α to 0.9 in the pairwise interaction model. The latter figure indicates
that the mean convergence time with this parameter configuration is a little more
than 1000 iterations, which is what we observe in our simulation run in Figure 3.9.
Each value on the vertical axis of Figure 3.9a represents a different agent. In other
words, Agent ID is not a continuous variable, but simply shows the individual agents.
Each dot in the latter figure stands for the action of each agent at the corresponding
time step. A black dot represents action 1 and a gray dot — action 2. As mentioned
in Section 3.5, these actions are initialized at random. In Figure 3.9b we show a
detailed view of the first 50 time steps. It can be observed that at time step 1
agents are randomly assigned actions 1 and 2. Since agents are arranged in a ring
topology, consecutive agent IDs in Figure 3.9a are also neighbors in the network.
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(a) The action of each agent at each tenth time step.
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(b) A detail of the first 50 time steps.
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(c) The number of agents taking each action at each time step.

Figure 3.9: Results from a single (typical) simulation run of Algorithm 1
in the ring topology with 100 agents and 2 available actions. Pairwise
interaction model with α = 0.9.

An interesting observation is that shortly after the start, large contiguous clusters
of neighboring agents tend to select the same action. Only agents on the border
between different sections experience conflicts and therefore change actions. This
behavior demonstrates the essence of our WSLpS approach — agents with “success-
ful” actions will keep selecting the same action, while those who experience conflicts
have a non-zero probability to change.

While Figure 3.9a shows the action of each agent at every time step, Figure 3.9c
reports the number of agents taking each action at every time step during the same
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simulation run. One can observe that at time step 1 equal number of agents select
each action, as stated earlier. We notice that although in the first 50 time steps
action 1 is dominant, later on the majority of the agents learn to select action 2.
We see large fluctuations in the number of agents who select the same action. The
reason for these fluctuations is the probabilistic component of our WSLpS. Large
shift probability α leads to larger changes in the selected actions from one time
step to another, while small α results in a smoother behavior, but requires more
time steps to convergence. We see that around time step 1200 all agents learn to
select action 2 and thus a convention has emerged. We ran the simulation for 100
steps more in order to illustrate that agents continue to select the same action and
therefore do not escape the convention.

Figure 3.10 compares the convergence duration of agents in the four topologies for
different values of our parameter α. We have fixed here the network size to 100 agents
with 2 actions per agent. Direct comparison with algorithms, reported in literature
is difficult, since our interaction model and experimental settings are not the same
as in the related work. Therefore, more detailed studies need to be performed in
the future. In Section 3.6 we pointed out that our WSLpS approach resembles both
Win-Stay Lose-Shift (WSLS) when α = 1 and Win-Stay Lose-Randomize (WSLR)
when α = k−1

k
. In our experiments the number of available actions k is 2. As we see

from Figure 3.7 α = 0.5 results in slower convention emergence than what we obtain
with α = 0.9. Moreover, for α = 1 the algorithm is not guaranteed to converge in
the ring topology with 2 actions. If each agent is in conflict with both its neighbors,
all agent will change change their action and thus remain in conflict. Therefore none
of the two algorithms can outperform WSLpS in pairwise interactions.

It is evident from our experiments that denser networks converge on average
faster than sparser ones. This observation can be explained by the following. Agents
who interact with more neighbors have a larger sample of the most common action
locally in the network, but have also higher probability for conflicts. In contrast, an
agent with only two neighbors, for example, receives feedback based on the actions of
agents in a very small portion of the network and therefore its locally most common
action varies faster than in denser networks. Players in denser networks, on the other
hand, behave in response to the actions of larger groups of neighboring agents and
therefore have better chance to arrive at a mutually beneficial outcome. Moreover,
denser networks have shorter average path length (average shortest distance between
all pairs of nodes), which helps conventions spread faster through the network.
The longer the average distance between agents, the more interactions it takes to
propagate successful actions. However, we see that the fully connected network
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Figure 3.10: Convergence time of the pairwise interaction model under
different topologies with 100 agents and 2 actions per agent. Error bars
show the 95% confidence interval of the mean.

converges on average slightly slower than the dense scale-free topology, since in the
former topology agents have more neighbors and thus experience more conflicts. A
detailed study needs to be conducted in order to determine the precise relationship
between average path length and convergence time.

3.8 Multi-player interactions
In the first half of this chapter we studied pairwise interactions where each agent
selects one neighbor at random and plays a pure coordination game. In this section
we will extend this model to multi-player interactions — each agent interacts with all
its neighbors. This type of one-to-many encounters is rarely studied in literature, but
often occurs in practice. For example, when a wireless node broadcasts a message,
all nodes in range are affected. We would like to investigate in this section how
multi-player interactions can affect the convergence time of agents.

3.8.1 The interaction model

In the multi-player interaction model each agent plays a pure coordination game with
all its neighbors. Thus, at time step t each agent i is engaged in an ni-player game,
where ni is the size of i’s neighborhood. The pseudo-code for selecting neighbors is
shown in Algorithm 4.
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Algorithm 4 function selectNeighbors for the multi-player interaction model
Input: game topology g
Output: a vector r indicating the interaction partner or partners of each agent

1: for all agents i do
2: b← getNeighbors(i, g)
3: ri ← assignPlayers(i, b) {ri is element i from vector r}
4: end for
5: return r

Similarly to the pairwise model, only the initiator i of the game receives payoff
pi ∈ [0, 1] from the environment, determined by the joint action of all participating
agents. Nevertheless, since all agents initiate a game in each iteration, each agent
obtains exactly one payoff signal and updates its strategy accordingly. The payoff
matrices of agents are ni-dimensional, where ni may be different for each agent i.
Here too we require that only the initiator of the game obtains payoff while the
other agents may be unaware of the game at all. This requirement stems from the
limitations in the WSN domain. When a node broadcasts a message on one channel,
neighbors listening on another channel cannot know that the game is taking place.
Consecutively, the initiator cannot directly know the actions of its neighbors. For
the same reasons nodes cannot exchange information that will help them solve the
coordination problem.

In the pairwise model we assumed that the payoff agents receive from the envi-
ronment is binary (or less informative). The outcome for a given player is 1 if the
agent it meets selects the same action, and 0 otherwise. This setting, however, is
much harder in the multi-player model, but it is also rather unrealistic. It would
mean that the agent’s payoff will be 0 if only a single neighbor selects a different
action, regardless of how many other neighbors have the same. In addition, in some
settings these problems can be reduced to multiple sequential pairwise interactions
with binary rewards. For these reasons, we will not investigate multi-player encoun-
ters with binary payoffs in this chapter. Instead, we will consider a multi-valued
(or more informative) payoff signal when using the multi-player interaction model
(see example below). A similar model is adopted by Bramoullé [2007], where agents
play a 2-player game with each of their neighbors and obtain the sum of these bi-
lateral games’ payoffs. In a broad range of applications, the environmental feedback
contains information on the number of neighbors who have selected the same action
(but not what others have selected). Formally, in the multi-player interaction model
the payoff pi to agent i is computed based on its action ai and the action aj of each
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neighbor j in i’s neighborhood with size ni in the following manner:

pi =
ni|aj=ai
ni

(3.11)

Here ni|aj=ai is the number of neighbors of i, whose action aj is the same as that of
agent i.

Consider the sensor network coordination problem in Example 9. A given node
A broadcasts a signal on channel c1 ∈ C where k = |C|. All nodes within range
of A that listen on channel c1 receive and acknowledge its message, as required by
the communication protocol. The rest of A’s neighbors that listen on a different
channel cj ∈ C, j 6= 1, are unaware of the transmissions on c1 and thus send no
acknowledgment to A. Given that node A knows the total number of its neighbors,
it is able to determine, based on the feedback it receives what percentage of its
neighborhood selected the same action. Here A is the initiator of the coordination
game and therefore only it receives feedback. The payoffs of A’s neighbors are
computed in a similar fashion based on the coordination games that they themselves
initiate. Note that A has no information on the actions of its neighbors who did
not select c1, if the number of alternatives k is larger than two. For k = 2, we have
C = {c1, c2}, thus node A can simply deduce the action of its “non-conforming”
neighbors. Still, deducing those actions does not simplify the problem — the agents
still need to find a way to “agree” on one of the actions.

(a) Game topology
with 4 agents.

a1
b ,a1

c ,a1
d a1

b ,a1
c ,a2

d a1
b ,a2

c ,a1
d a2

b ,a1
c ,a1

d a1
b ,a2

c ,a2
d a2

b ,a1
c ,a2

d a2
b ,a2

c ,a1
d a2

b ,a2
c ,a2

d

a1
a 1 2/3 2/3 2/3 1/3 1/3 1/3 0
a2
a 0 1/3 1/3 1/3 2/3 2/3 2/3 1

(b) Payoff matrix of agent A.

Figure 3.11: A sample coordination problem with 2 actions and 4 agents
together with the payoff matrix of agent A in the multi-player interaction
model with multi-valued payoffs.

For an illustration of the multi-player interaction model with informative feed-
back signal, consider the following pure coordination problem. N = 4 agents are
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arranged in the topology shown in Figure 3.11a where each has k = 2 available
actions to choose from. Agent A is involved in a 4-player game, B and C each plays
a 3-player game, while agent D is engaged in a 2-player game. Table 3.11b shows
the 4-dimensional payoff matrix of agent A. The matrices of the other agents can be
obtained in a similar way, but we omit them for brevity. In contrast to the binary
model, here the payoff of the agent is in fact the ratio of its neighbors who select the
same action as itself. This feedback is indeed more informative than the binary 0-1
payoff, since it provides a measure of how far agents are from an equilibrium. Note
that agents with only one neighbor, such as agent D in Figure 3.11b, play a 2-player
game and therefore obtain only binary feedback. In other words, an n-player game
with multi-valued feedback reduces to a 2-player game with binary feedback if the
agent has only one neighbor.

3.8.2 WSLpS for multi-player interactions

In the multi-player interaction model the payoff agents receive from the environ-
ment contains information on the fraction of neighbors that have selected the same
action as the initiator of the interaction. Agents use this information in their action
selection algorithm to determine whether to select a new action in the next iteration
or to keep their action unchanged. The pseudo-code of this action selection algo-
rithm (function selectActions from Algorithm 1) is presented in Algorithm 5 for the
multi-player interaction model.

Algorithm 5 function selectActions for the multi-player interaction model
Input: payoff pi ∈ [0, 1] for each agent i from the latest interaction
Output: a vector a indicating the new action of each agent

1: for all agents i do
2: ai ← getLastAction(i)
3: rnd← generateRandomNumber(0 , 1 )
4: Πi ← max(1− pIni − β, 0)
5: if rnd < Πi then
6: ai ← selectNewRandomAction(ai)
7: end if
8: end for
9: return a

Similarly to the pairwise model, agents with high payoff will keep their last action
unchanged in the next iteration. Otherwise, if pi < 1 − β, the agent will select a
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different action at random in the next iteration with probability 1 − pi − β, and
with probability pi + β it will keep its action unchanged. In other words, in the
next iteration each agent i will select the same action as in the last iteration with
probability equal to its payoff pi from that interaction, plus a constant β. Thus,
the higher the payoff of the agent, the more likely it will keep its action unchanged
for the next iteration. For pi = 1 for example, the probability of keeping the same
action is 1, therefore the agent will never change a “successful” action. For pi = 0
on the other hand, the agent still has a probability of 0 + β = β to select the
same action in the next iteration. Therefore, we name β the keep probability for
“unsuccessful” actions. The role of our parameter β is similar to the parameter α
from Section 3.6 — it ensures that agents will not constantly alternate their actions
when in conflict with all their neighbors. In the multi-player model β gives the
probabilistic component of WSLpS. A too small β will have only little effect on the
performance of agents, while a large value will slow down convergence.

Formally, agent i will change its action in the next iteration with probability
Πi ∈ [0, 1] when it obtained a payoff of pi ∈ [0, 1] in the current iteration. This
probability for the multi-player interaction model is:

Πi =
 1− pi − β if pi < 1− β

0 otherwise
(3.12)

where β ∈ (0, 1) is the parameter of our approach. With probability 1 − Πi the
agent will keep its action unchanged in the next iteration.

3.8.3 Local observation

In certain scenarios involving multi-player interactions it is reasonable to assume that
agents are able to occasionally observe the actions of their immediate neighbors.
What we will investigate in Section 3.8.4 is whether and how such information
can help agents reach convention faster. In Section 3.1 we presented a real-world
example of a pure coordination game. We will show here how local observation can
be incorporated in this scenario.

Example 10 (WSN pure coordination with observation). Consider an arbitrary
network of nodes, which typically communicate on different frequencies (or chan-
nels) in order to avoid radio interference. Every so often, all nodes need to switch
to the same channel, regardless which, in order to exchange control messages, e.g.
to synchronize their clocks. Each node will only hear neighbors on the same channel
and will be unaware of the channels that its other neighbors have selected. However,
certain models of wireless sensor nodes possess the ability to perform a “channel
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sweep”. The latter consists in listening on each channel for a brief amount of time
to determine whether any neighboring nodes have selected that channel for communi-
cation. After performing a sweep (i.e., local observation), the node has information
on the action that each of its neighbors have selected. In the absence of central con-
trol, how can nodes use this information to converge faster to the same broadcast
frequency?

The above example illustrates how local observation can be incorporated in a
repeated coordination game in order for agents to gain information on the actions of
others. However, in some cases gaining such information comes at a certain cost. A
channel sweep for example requires energy, which is a valuable resource in wireless
networks. We acknowledge here that the cost of observation will inevitably influence
agent behavior and therefore the duration until convergence. To keep our analysis
simple, in this chapter we will not study this cost. Instead, we will simply assume
that local observation incurs a cost larger than 0, such that agent should not always
observe. We are interested more in how agents can use this information, rather
than when they should observe. In contrast, De Hauwere [2011] studies when agents
should observe information from other agents.

Intuitively, if an agent knows what the majority of its neighbors are playing,
it will select the most-played action in the next iteration. In this way, the agent
increases its chance to obtain higher payoff. However, observing and selecting the
majority action at every time step will not guarantee success. Actions are initialized
at random and each agent has different neighbors. Thus, each agent may observe
different majority action and therefore never reach convention. For this reason, and
due to the implied cost, agents need to use local observation carefully.

To study the role of observation, in our WSLpS approach we introduce a local
observation parameter γ ∈ [0, 1]. In the multi-player model, this parameter indi-
cates the probability with which an agent will observe the action of all its immediate
neighbors. After observation, in the next iteration that agent will select the major-
ity action of the current iteration within its neighborhood. If there is a tie for the
most common action, the agent selects one of the majority actions at random. With
probability 1− γ the agent will select its action as outlined in Algorithm 5 respec-
tively. In this thesis we assume homogeneous topologies and thus all agents have
equal observation probability. In heterogeneous settings one may consider the effect
of local observation when only certain nodes (e.g. hubs) have this ability. However,
sparse observation may lead to more conflicts, since different parts of the network
(i.e. where observing hubs are) may converge to different actions. In Section 3.8.4
we study the local observation parameter γ in homogeneous networks in more detail.
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To summarize, at each time step our WSLpS approach allows for 3 possible action
selection outcomes depending on the algorithm parameters and in some cases the
obtained payoff from the latest interaction. In the multi-player interaction model
each agent will select an action, based on the following probabilities:

• With probability Πobsr
i = γ the agent will observe the action of the neighbors

with whom it is involved in a game. In the next iteration, the agent will select
the most played action among its interaction partners. One can notice that
the probability Πobsr

i is independent of the payoff pi the agent receives in the
current interaction.

• With probability Πchng
i = max{(1− γ)(1− pi − β), 0} the agent will select in

the next iteration a different action at random from a uniform distribution.
Note that in this case the agent does not observe and therefore does not know
the action of its neighbors.

• With probability Πkeep
i = max{(1 − γ)(pi + β), 0} the agent will select in the

next iteration the same action that it selected in the current one. Here too,
the agent is unaware of the action that its neighbors selected.

3.8.4 Results from the multi-player interaction model

In the multi-player interaction model the probabilistic shift of our WSLpS approach
is only partially determined by the parameter β. The payoff from each interaction
also influences the probability of changing the action. In Figure 3.12 we study how
β affects the convergence time of agents in different topologies.

Similarly to the results from the pairwise model, convergence time here increases
linearly with population size and therefore our approach scales well in the number of
agents. Here too dense connectivity results in faster convergence (Figures 3.12c and
3.12d), while sparse networks learn slower (Figures 3.12a and 3.12b). In Figure 3.13
we display the percentage of runs that did not converge within Tmax = 10000 it-
erations for the latter two topologies. The peculiarities in Figures 3.12b and 3.12c
are a result of the irregular structure of the two scale-free topologies, where the
number of neighbors is different for each agent. We see that a value between 0.1 and
0.25 is acceptable in all topologies, except the sparse scale-free one, where a value
of β > 0.01 leads to slower convergence for large networks. Therefore we will use
β = 0.01 for all topologies when studying the observation parameter γ. Although
this choice will ultimately affect the convergence times in all topologies, our aim
here is to study the influence of each parameter separately, rather than look for the
optimal configuration.
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(b) Sparse scale-free topology.
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(c) Dense scale-free topology.
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(d) Fully connected topology.

Figure 3.12: Parameter study in different topologies under multi-player
interactions with 2 actions per agent. Error bars show the 95% confidence
interval of the mean. Observation probability γ = 0.

Figure 3.14 shows the convergence duration of agents arranged in different topolo-
gies under the multi-player interaction model with multi-valued feedback where
agents have 2 available actions to choose from. We study here the observation
parameter γ, or how additional information on the actions of neighbors can help
agents converge faster.

One can notice that there is no best value of γ for all topologies. Recall that
observation makes agents select the majority action in their neighborhood. In the
ring topology each agent has only 2 neighbors and therefore observation has only
little effect — the majority action is simply one of the two neighbors’ actions. Sim-
ilarly, in the first scale-free network due to the sparse connectivity, observation lets
agents reinforce the action of only small groups, sparsely connected with others, and
therefore this behavior results in more conflicts as γ increases.

In denser networks, in contrast, observation is beneficial, as can be determined
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(b) Sparse scale-free topology.

Figure 3.13: Percentage of runs that did not converge within Tmax iter-
ations from Figure 3.12.

from Figures 3.14c and 3.14d. In the latter two topologies agents have more neigh-
bors and observation quickly spreads the most common action through the network.
In the limit, when γ = 1, agents in the fully connected network need only two itera-
tions to converge. In the first iteration actions are initialized randomly, each agent
i meets all others and receives payoff pi based on the joint action. In the second
iteration each agent observes the actions of all others with probability γ = 1 and
selects the most common one. Since all agents observe the same majority action,
they will all select the same action and thus reach convention in the second iter-
ation. However, in rare cases, if exactly half of the population is initialized with
one action and the other half — with another, a convention will never emerge, since
agents will constantly alternate between the two choices. This phenomenon can be
observed in Figure 3.15, which displays the percentage of runs that did not converge
within Tmax = 10000 iterations for all four topologies. The same phenomenon is
particularly visible in the ring topology (see Figure 3.15a), where agents may find
themselves constantly switching between two majority actions. Also, Figure 3.14b
has missing values for γ = 1, since agents cannot converge when they always observe
their neighbors. Figure 3.15b confirms this result, showing that all runs in this set-
ting exceeded Tmax iterations. Therefore, a value of γ = 1 is generally not advisable
in these topologies, i.e. agents should not select the majority action at every time
step.

Lastly, we study the scalability of WSLpS with respect to the number of actions.
Figure 3.16 displays the number of iterations necessary for convention emergence
when agents have 2, 3, or 5 available actions in the fully connected topology. Note
that the y-axis is logarithmic and thus the convergence time with 5 available actions
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(b) Sparse scale-free topology.
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(c) Dense scale-free topology.
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(d) Fully connected topology.

Figure 3.14: Convergence time for different topologies under multi-player
interactions with 2 actions per agent. Error bars show the 95% confidence
interval of the mean. Keep probability β = 0.01.

increases exponentially in the number of agents. In Figure 3.17 we study again the
observation probability, but for 2, 3, and 5 actions. Missing values mean that all
runs in the sample with the corresponding parameter configuration were cut off,
because they exceeded the limit of 10000 iterations. Similarly, the more runs did
not finish, the larger the confidence interval of the mean. One can notice that when
agents have more than 2 available actions and use low observation probability, the
network almost never converges within that limit. Agents in the ring topology, for
instance, need more than 10000 iterations to reach a convention in a game with
only 3 actions (cf. Figure 3.17a). However, an intriguing result is that agents with
3 available actions in the sparse scale-free network are able to reach convention in
4000 iterations without observation (cf. Figure 3.17b). Again, the network density
plays an important role. That scale-free network is neither too sparse, such that con-
ventions spread too slow, nor too dense, such that agents often experience conflicts.
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(a) Ring topology.
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(b) Sparse scale-free topology.
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(c) Dense scale-free topology.
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(d) Fully connected topology.

Figure 3.15: Percentage of runs that did not converge within Tmax iter-
ations from Figure 3.14.

The latter case is indeed what is preventing the denser networks to reach convention
using low observation probability. In all networks except the ring, larger observation
probability improves convergence time for games with more than 2 actions. We see
the effect of local observation also in Figure 3.18, which displays the percentage of
runs that did not converge within 10000 iterations. Again, higher γ enables agents
to reach convergence with more than 2 actions. However, γ = 1 occasionally leads to
cycles where agents constantly switch between majority actions and therefore never
converge.

We show in Figure 3.19 results from a single (typical) simulation run of Algo-
rithm 1 in the dense scale-free topology with 100 agents and 3 available actions.
We use the multi-player interaction model with keep probability β = 0.01 and local
observation probability γ = 0.8. According to Figure 3.17c the mean convergence
time with this parameter configuration is 21 iterations, which is the case for the
simulation run presented in Figure 3.19. We ran the simulation for 10 steps more to
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Figure 3.16: Convergence time in the fully connected topology for dif-
ferent number of agents and actions. Multi-player interaction model with
β = 0.3 and γ = 0.

demonstrate that agents continue to select the same action after a convention has
been reached. Once again, in Figure 3.19a Agent ID shows the individual agents
and each dot represents the action of a given agent at one particular time step. At
time step 1 agents are randomly assigned actions 1, 2 or 3, which are represented
with a black, gray and white dot, respectively. Neighboring Agent IDs are not nec-
essarily neighbors in the network due to the stochastic algorithm for construction of
the scale-free topology. Therefore, contrary to Figure 3.9a, clusters of agents cannot
be directly observed and thus the dots in the plot appear random. Nevertheless,
Figure 3.19b shows the gradual increase of the number of agents selecting action 1.

Adding observation in multi-player model significantly improves convergence
time in the dense scale-free and full topologies. We determined empirically that
in the ring and the sparse scale-free network, observation slows down convention
emergence under the multi-player model and therefore γ should be set to 0. The
slower convergence comes from the fact that observation makes the agent select the
most common action. As explained above, in sparse topologies agents have an insuf-
ficient sample of the best action and therefore their observations (and hence actions)
vary significantly. In the denser topologies, on the other hand, the best value for γ is
between 0.8 and 0.9, which results in more frequent observation. The effect of local
observation is even more profound when agents have more than 2 available actions.
In nearly all topologies setting the observation probability larger than 0.2 dramati-
cally reduces the convergence time. With γ ≤ 0.2 the behavior of agents with more
than 2 actions cannot converge within 10000 iterations. Therefore, further studies
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(a) Ring topology.
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(b) Sparse scale-free topology.
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(c) Dense scale-free topology.
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(d) Fully connected topology.

Figure 3.17: Convergence time for different topologies under multi-player
interactions with 100 agents. Error bars show the 95% confidence interval
of the mean. Keep probability β = 0.01.

are required to find a good trade-off between the rate with which observation speeds
up convergence and the cost incurred by agents due to observation.

3.8.5 Comparison with pairwise interactions

In sparse topologies, the convergence time of agents under the multi-player inter-
action model is comparable to that of the pairwise model. When the network is
sparsely connected, conventions emerge equally fast when at every time step agents
interact with only one random neighbor or if they interact with all neighbors at
the same time. In denser networks without local observation (γ = 0) multi-player
interactions only slightly outperform the pairwise model. This result is somewhat
surprising, since agents in the multi-player model receive a more informative feed-
back signal. We point out here that the interaction model is a property of the co-
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(a) Ring topology.
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(b) Sparse scale-free topology.
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(c) Dense scale-free topology.
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(d) Fully connected topology.

Figure 3.18: Percentage of runs that did not converge within Tmax iter-
ations from Figure 3.17.

ordination game that agents play and not a parameter that one can set in advance.
We can conclude that our approach can be successfully applied in any topology,
regardless whether agents interact with one other agent or many agents at the same
time.

We also notice that for 2-player interactions the fastest convergence is achieved
with a high shift probability, while in the multi-player model best results are obtained
with a low keep probability. In other words, in both interaction models conventions
emerge faster when agents have a large probability to select a different action upon
conflict.

3.9 Conclusions
Our main objectives in this chapter were to propose a decentralized approach for
fast on-line convention emergence in multi-agent systems, to analyze its convergence
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(b) The number of agents taking each action at
each time step.

Figure 3.19: Results from a single (typical) simulation run of Algorithm 1
in the dense scale-free topology with 100 agents and 3 available actions.
Multi-player interaction model with β = 0.01 and γ = 0.8.

properties and to evaluate the behavior of agents through an extensive simulation
study. Our approach is called Win-Stay Lose-probabilistic-Shift (WSLpS), general-
izing two well-known strategies in game theory — Win-Stay Lose-Shift (WSLS) and
Win-Stay Lose-Randomize (WSLR). The probabilistic component of our approach,
however, allows for a whole spectrum of strategies, two of which are WSLS and
WSLR. Our empirical results suggest that for certain values of this probabilistic
component WSLpS yields strategies that outperform both WSLS and WSLR. Con-
cerning our research question Q1, we showed that using WSLpS, within only a short
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number of time steps agents involved in a repeated pure coordination game are able
to reach a mutually beneficial outcome on-line without a central mediator. Using
the theory of Markov chains we proved that our WSLpS approach always converges
in finite number of time steps to a pure coordination outcome. Our empirical evi-
dence also suggests that agents applying WSLpS can reach convention based on only
local interactions and limited feedback. Another desirable property of our approach
is that conventions become absorbing states of the system, so that once all agents
learn to select the same action, they will no longer change actions and escape the
convention. Nevertheless, if the convention is somehow externally disrupted, agents
will still converge to a (possibly different) convention.

We studied the behavior of players in different topological configurations and
conclude that densely connected agents reach a convention on average faster than
agents in sparser networks. We investigated empirically the convergence duration
of our approach under both pairwise interactions with binary payoffs and multi-
player interactions with multi-valued feedback. In both models we observe that
conventions emerge faster when agents have a large probability to change their
action upon conflict. The results also indicate that WSLpS performs equally well in
both interaction models and therefore can be successfully applied in such domains.
Adding local observation in the multi-player model further lowers the convergence
duration. The latter improvement is even more pronounced in games with more
than 2 available actions. However, information on the actions of others does not
always lead to significant improvements, as we observed in the pairwise model. Thus,
adding local observation to WSLpS is only useful in dense networks where agents
are involved in multi-player coordination games.

One line of future work we are considering is to apply our WSLpS in an asyn-
chronous setting, where agents may select their actions with different frequencies
in each of the two interaction models. Another important aspect that needs fur-
ther study is to investigate in a more detailed manner the relationship between the
average path length of the network and the convergence time of agents.



Chapter 4

(Anti-)Coordination:
dispersion games

In the previous chapter we studied in detail the pure coordination problem faced by
highly constrained agents, such as nodes in a wireless sensor network (WSN). We
proposed a simple decentralized approach that when adopted by individual agents
leads to global successful coordination. In this chapter we will examine the rest of
the (anti-)coordination problem, namely pure anti-coordination and the combined
problem of coordination and anti-coordination. Similarly to the previous chapter,
here too we are concerned with the abstract problem of (anti-)coordination, but all
our choices and examples are motivated from the WSN perspective. To guide our
research on pure anti-coordination, we pose the following question:

Q2: How can agents achieve pure anti-coordination in a decentralized manner in
dispersion games?

We then examine the combined problem of coordination and anti-coordination in dis-
persion games. We argued in Section 2.2.1 that coordination and anti-coordination
are inherently related and that the goal of agents in both games is the same — learn-
ing to select the appropriate actions, in order to avoid conflicts. In fact, the main
difference between these games is the way the payoff signal is defined. Therefore,
the same win-stay lose-probabilistic-shift (WSLpS) approach can be applied without
any modification in these settings as well. We see in this chapter that WSLpS works
as well in pure anti-coordination games as it does in pure coordination games from
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the previous chapter, using the same limited environmental feedback and only local
interactions. Moreover, we will show how the same approach can perform well in
games that involve both coordination and anti-coordination.

We then compare the performance of WSLpS to several algorithms, proposed in
the literature of anti-coordination games. We show that WSLpS outperforms these
algorithms in different topologies and for different number of agents and actions.
In addition, WSLpS can be applied in a wide range of scenarios, in which other
algorithms are not suitable. Lastly, we compare the speed of convergence between
coordination, anti-coordination and the combined game and show how the former
two game types relate to each other and how the (anti-)coordination game involves
characteristics of both.

4.1 Introduction
In this chapter we study the behavior of agents in dispersion games, introduced by
Grenager et al. [2002]. In dispersion games the aim is to let agents anti-coordinate
by maximally dispersing over the set of available actions. Grenager et al. consider
only games played on a fully connected graph, but here we study other topologies as
well. Due to the topological restrictions, however, in the kind of dispersion games we
consider, we require that each agent selects an action different from those of all its
neighbors. This requirement stems from the communication constraints of WSNs,
where neighboring transmissions can interfere and therefore neighbors should select
different channels.

The pure coordination problem, studied in Chapter 3 manifests itself in WSNs
when sensor nodes attempt to communicate. For example, two neighbors need to
coordinate on selecting the same time slot for forwarding a message, or selecting
the same channel for communication. Similarly, the pure anti-coordination prob-
lem explored in this chapter is present in WSNs as well. Two neighboring nodes
attempting to forward different messages need to select either different time slots
for transmission, or different channels, otherwise their messages will interfere. Yet
nodes themselves have no individual preferences on who goes first1, as long as all
messages are successfully transmitted. Clearly, the number of failed trials has a
huge impact on the lifetime of the system and therefore agents need to learn to
(anti-)coordinate in as few time steps as possible. In addition, the limited informa-
tion and resources available to sensor nodes do not allow them to execute complex
algorithms that require large memory. We present here an example of the pure

1 Assuming no specific quality of service requirements.
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anti-coordination problem faced by energy constrained sensor nodes under limited
environmental feedback.

Example 11 (WSN pure anti-coordination). Consider a wireless sensor network of
an arbitrary topology, where sensor nodes need to forward large amounts of data. To
allow for parallel transmissions, neighboring nodes need to select different frequencies
(or channels) to send their data simultaneously. In the absence of central control,
how can neighboring nodes in the wireless sensor network learn over time to transmit
on different frequencies?

The challenge for the designer of such a decentralized system is to engineer an
approach that will allow the individual nodes to anti-coordinate their choices in only
few interactions using minimal resources. In Phung et al. [2012] we report on a WSN
communication protocol in a similar multi-channel anti-coordination scenario as the
one presented in Example 11.

In the next section we present related literature on the anti-coordination problem
and then define that problem in Section 4.3. In Section 4.4 we describe several
algorithms for anti-coordination, presented in literature, as well as our own WSLpS.
We compare the performance of these algorithms in Section 4.5. We then study the
full problem of (anti-)coordination in Section 4.6 before we conclude in Section 4.7.

4.2 Related work

In contrast to the extensive literature on coordination games, little work has focused
on anti-coordination games. Despite the close relationship between the two types
of games, they differ in one key aspect, namely the solutions (or equilibria) of the
games. While agents in a coordination game can always arrive at a solution, e.g. by
all selecting the same action, a solution need not always exist in anti-coordination
games. Bramoullé (2001, 2007) has shown how the underlying interaction graph
affects the equilibria of the latter games. The author shows that in 2-action games
agents can anti-coordinate with all their partners only when the network is bipartite.
A bipartite network is a graph where the set of vertices (or agents) can be partitioned
in two disjoint subsets such that no link connects two vertices in the same subset.
For example, 3 agents in a fully connected network cannot arrive at a solution when
having only two available actions, since the graph is not bipartite. In contrast, in
a coordination setting the 3 agents can always converge on one of the two actions.
Generally, successful anti-coordination with k actions is possible if the network is
k-partite.
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Anti-coordination games were originally studied for two agents and two actions.
Bramoullé [2001] studies these games with multiple agents, arranged in a fixed topol-
ogy and calls them complementarity games. Although he investigates only 2-action
games, his findings naturally extend to games with more than two actions. In that
regard, Grenager et al. [2002] generalize the anti-coordination games to arbitrary
number of agents and actions and call it dispersion games. Dispersion games can
naturally model the load balancing problem and the class of games, known as minor-
ity games. The authors evaluate the convergence times of several learning strategies
that agents can use in dispersion games. Each of these algorithms requires different
amounts of information (see Table 1 in Grenager et al. [2002]). In this chapter we
will compare the two algorithms that rely only on local information to our WSLpS
in terms of convergence time.

’t Hoen & Bohte [2003] enhance the collective intelligence framework of Wolpert
& Tumer [2002] to improve the convergence results in dispersion games. However,
their algorithm requires global knowledge and additional communication between
agents. Namatame [2006] proposes the Give-and-Take (GaT) behavioral rule and
evaluates it in minority games. The rule instructs agents to yield to others if they
gain, and otherwise randomize their actions. In this way agents take turns being in
the minority. This simple rule bares resemblance to WSLpS and therefore we will
compare it to our approach. A drawback of GaT is that it is defined only for two
actions and as a consequence can only be applied in bipartite graphs. In addition,
in anti-coordination games this turn-taking behavior leads to oscillations — once
agents successfully anti-coordinate, they will keep switching between the two goal
states.

The anti-coordination problem studied in this chapter is closely related to the
problem of graph coloring [Jensen & Toft, 1995]. In graph coloring we need to find
an assignment of colors to vertices, such that no two adjacent vertices share the
same color. However, our domain differs from graph coloring, due to the additional
constraints of dispersion games in the context of WSNs. In particular, in our set-
ting algorithms for anti-coordination must be decentralized, rely only on limited
local information and use no additional communication between agents. Moreover,
in our context, agents interact simultaneously, while graph coloring maintains no
particular notion of agent interaction. Nevertheless, decentralized graph coloring
algorithms that obey these restrictions may also be used by agents in dispersion
games. Analogously, the algorithms we describe in this chapter can also be applied
to graph coloring problems. The problem of graph coloring is related to the frame-
work of distributed constraint optimization (DCOP). While DCOP is limited to
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planning problems using complete information, the work of Taylor et al. [2011] ex-
tends this framework to address real-world problems, such as optimization in WSNs.
The authors propose distributed coordination algorithms balancing exploration and
exploitation in order to maximize the on-line, rather than the final, reward.

Another problem that focuses on the on-line performance and the exploration-
exploitation trade-off is the multi-armed bandit (MAB) problem [Auer et al., 2002].
MAB problems typically assume that the payoffs of each arm are drawn from some
random distribution with given parameters that are unique for each arm, but un-
known to the agent. Single-agent algorithms attempt to minimize the regret with
respect to the optimal arm. In non-stationary settings the agent must continue to
explore, since the payoff distribution parameters may change, leading to a differ-
ent optimal arm. Recently MAB approaches have been proposed in a multi-agent
setting, where the non-stationarity of the environment comes from the behavior of
other agents in the system. Liu & Zhao [2010] have implemented a decentralized
multi-agent MAB algorithm in a particular game setting, in the context of cognitive
radios. Agents choose actions (or wireless channels) with unknown payoff distribu-
tions related to the quality of the channels and attempt to minimize regret with
respect to the best channel. However, if two agents select the same channel, they
will experience interference and therefore will receive no payoff. While this setting
resembles our problem of anti-coordination, in dispersion games we have no notion
of a best action, i.e. all alternatives are equally good (or equally bad). In addition,
MAB action selection policies typically explore actions that have not been selected
“often enough” in the recent past and therefore the anti-coordination states are not
absorbing. We will come back to this problem in Section 4.4.2.

4.3 The Anti-coordination Game

In this chapter we use the same game model and assumptions presented in Chap-
ter 3. These include the requirements for agent and action symmetry, as well as the
assumption that agents have no individual preferences. Again we have N agents
arranged in a static connected interaction graph where agents that share an edge
are called neighbors. Throughout this chapter, and as done in the literature of anti-
coordination games, we adopt the multi-player interaction model with informative
feedback, presented in Section 3.8.1. Each agent interacts with all its neighbors and
receives a payoff based on the number of neighbors that choose a different action.
The multi-player interaction model is also motivated from the sensor network do-
main where transmissions are omnidirectional and affect all nodes within range. In
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our anti-coordination games agents know only how many neighbors have selected a
different action and not what action they have selected. Formally, the payoff pi to
each agent i is:

pi =
ni − ni|aj=ai

ni
=
ni|aj 6=ai
ni

where ni is the number of neighbors of i, ni|aj=ai are those who select the same ac-
tion and analogously ni|aj 6=ai are the neighbors with different action. As motivated
by the WSN domain, here too we require that only the initiator of each game may
receive payoff and that agents use the same action in all games they participate at
a given time step. This model of one-sided multi-player interactions is also adopted
by Bramoullé et al. [2004] in the context of human players with no individual pref-
erences. A solution (or a Pareto optimal Nash equilibrium) of the anti-coordination
game is where each agent has selected an action unlike that of its neighbors.

Figure 4.1 illustrates the anti-coordination game (or dispersion game) using a
small example. We show in Figure 4.1b the payoff table of agent A in the topology
of Figure 4.1a. Here A chooses rows, B chooses columns and C chooses tables.
Notice that agent D is not affecting the payoff of A, since the two agents are not
neighbors.

(a) Grid topology
with 4 agents.

a1
c a1

b a2
b

a1
a 0 1/2

a2
a 1 1/2

a2
c a1

b a2
b

a1
a

1/2 1
a2
a

1/2 0
(b) Payoff matrix of agent A.

Figure 4.1: A sample topology of 4 agents with 2 actions together with
the payoff matrix of agent A for the pure anti-coordination game.

Since the graph in Figure 4.1a is bipartite, agents can reach an equilibrium using
only 2 actions. In this chapter we are interested in the speed of convergence of
agents in large networks with different amount of actions. We study three topolo-
gies in particular, namely ring, grid and fully connected. In this chapter we omit
the scale-free topology, since the probabilistic element involved in the generation
of the network makes the analysis more complex. Nevertheless, anti-coordination
games with k actions can be played on scale-free topologies, as long as the degree
of any vertex does not exceed k. While the grid topology and the ring (with even
number of agents) are bipartite, this is not the case with the fully connected one.
Note that in dispersion games Grenager et al. require only that agents in a fully
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connected network are maximally dispersed over the set of available actions without
any restrictions on the number of actions k. However, for nodes in a fully connected
WSN, the setting where k < N implies that the messages of some nodes interfere
with those of others, leading to inefficient network performance. Therefore, in the
fully connected topology we require that k = N , i.e. the number of actions should be
the same as the number of agents. Similar requirement can be applied for studying
scale-free networks.

4.4 Algorithms for anti-coordination

In this section we will address Q2 and outline the algorithms that we use to solve
the decentralized anti-coordination problem in dispersion games. Although possibly
many algorithms can be applied in this setting, we chose to compare WSLpS only
against other algorithms proposed in the literature on anti-coordination. We will
start with our Win-stay Lose-probabilistic-Shift algorithm that we presented in
Chapter 3. Then, we will present the Q-Learning and Freeze algorithms, studied
by Grenager et al. [2002]. All other algorithms tested by these authors require
more information on the actions of others and hence cannot be used by agents with
limited local knowledge, such as wireless sensor nodes. Lastly, we apply the Give-
and-Take algorithm, used by Namatame [2006] in the local minority game, where
each agent plays an anti-coordination game with its nearest neighbors.

We study the iterated pure anti-coordination game in a simulation process, sim-
ilar to that in the chapter on pure coordination games using multi-player interac-
tions. As outlined earlier, we will not study pairwise interactions, as the literature
on anti-coordination is concerned primarily with multi-player interactions, which
are also observed in WSN communication. At every discrete time step (or itera-
tion), each agent meets all its neighbors and receives a payoff that indicates the
ratio of neighbors that selected a different action (but not which action). This is
the only information that agents receive from the environment. Thereafter, agents
use their action selection mechanism and the obtained payoff to synchronously pick
their (new) actions, which will be used in the next iteration. After that, the new
iteration begins. This repeated anti-coordination game is played until the action
of each agent differs from the action of its neighbors, or until Tmax = 10000 time
steps have passed. Our performance criterion here is the number of iterations until
convergence. We use the same simulation process, detailed in Algorithm 6, for each
of the above algorithms. However, each algorithm has a separate implementation of
the function selectAction (line 11). That function specifies how action probabilities
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Algorithm 6 Main simulation process for the pure anti-coordination problem
Input: N ← number of agents,

S ← type of topology,
Tmax ← maximum iterations

Output: time steps t until full convergence or Tmax

1: t← 0
2: g ← initTopology(N , S)
3: for all agents i do
4: ai ← selectRandomAction
5: end for
6: repeat
7: for all agents i do
8: pi ← getPayoffFromGame(ai , i, g)
9: end for
10: for all agents i do
11: ai ← selectAction(pi , ai)
12: end for
13: t← t+ 1
14: until anticoordinationReached(a) OR t ≥ Tmax

15: return t

are updated based on the payoff and how actions are selected based on these proba-
bilities. We will now define this function for each algorithm, as implemented by the
individual agents. Note that each agent implements the same code.

4.4.1 Win-Stay Lose-probabilistic-Shift

We use here the same WSLpS algorithm that we applied to pure coordination games
in Section 3.8. The algorithm uses the payoff pi and parameter β ∈ (0, 1), which is
the keep probability upon conflict and it is the same for all agents. In the next itera-
tion each agent i will select the same action as in the last iteration with probability
Πkeep
i where

Πkeep
i =

 pi + β if pi < 1− β
1 otherwise

(4.1)

Thus, the probability with which an agent will keep its action depends on the number
of neighbors with whom it agrees. With probability 1 − Πkeep

i the agent will select
a different action uniformly random.
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In Section 4.5.2 we will show how β can be set. Algorithm 7 shows the pseudo-
code of WSLpS that will be implemented by each agent. Since agents will never
leave successful anti-coordination, we count the number of iterations until the first
time they anti-coordinate.

Algorithm 7 function selectAction for WSLpS
Input: payoff pi ∈ [0, 1] from the latest interaction

current action ai
Output: the new action ai of the agent

1: rnd← generateUniformlyRandomNumber(0 , 1 )
2: if rnd > (β + pi) then
3: ai ← selectDifferentUniformlyRandomAction(ai)
4: else
5: // keep action ai

6: end if
7: return ai

Algorithm 8 function selectAction for QL
Input: payoff pi ∈ [0, 1] from the latest interaction

current action ai
Output: the new action ai of the agent

1: q[ai]← (1− λ) · q(ai) + λ · pi
2: for all available actions m do

3: π[m]← e
q[m]
τ∑k

b=1 e
q[b]
τ

// map the q-values to the Boltzmann distribution

4: end for
5: ai ← selectActionAccordingToDistribution(π)
6: return ai

4.4.2 Q-Learning

Next we implement the Q-Learning algorithm (QL), used by Grenager et al. [2002] in
pure anti-coordination games. Note that we apply the QL algorithm, as outlined and
implemented by the authors. Nevertheless, the algorithm bares resemblance to algo-
rithms implemented for non-stationary multi-armed bandit (MAB) problems, where
an agent learns the expected reward of each arm and selects arms so as to minimize
regret with respect to the best one. For example, Koulouriotis & Xanthopoulos
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[2008] use an exponentially-weighted sample average (as in line 1 of Algorithm 8)
to determine action-value estimates of a non-stationary single-agent MAB problem.
They also apply the softmax actions selection (as in line 5 of Algorithm 8) to se-
lect the best arm, according to these estimates. However, in a game setting payoffs
are determined based on the actions of other agents and thus there is no notion
of a best arm. Liu & Zhao [2010] implement a decentralized MAB approach in a
multi-agent game setting, where payoffs are unknown and independent of actions
of others, except when some agents select the same action. MAB approaches are
suitable when the maximum reward is not known and alternatives score differently.
When the expected payoff of each action is the same, as in the games considered in
this chapter, MAB approaches will have problems learning a good anti-coordination
outcome.

In the QL algorithm agents learn the expected payoff of performing each action
and apply the softmax action selection mechanism using the Boltzmann distribu-
tion with temperature parameter τ ∈ R. QL stores a quality value (or q-value) for
each action and updates the value of the selected action at every time step based
on the payoff pi from the last interaction and a learning rate parameter λ ∈ (0, 1]
(cf. Definition 12). As outlined in Section 2.3.1, low τ makes the action selection
algorithm more greedy, while high τ makes it more random. We are interested in
a more greedy behavior, so that agents who successfully anti-coordinate with their
neighbors can keep playing the same action and thus allow others to find conflict-free
actions. The learning rate parameter, on the other hand, needs to be relatively high
to give more weight on recent payoffs, rather than on past plays, in order to quickly
find actions that are not selected by neighbors. Note that QL requires the tuning of
two parameters and is sensitive to the selection of initial q-values. Grenager et al.
[2002] do not specify the exact values for the two parameters, nor the initial q-values.
In Section 4.5.2 we study how λ and τ affect the convergence time of the system
when the q-values are initialized to 0.5, which is half way between the worst and the
best q-value. The pseudo-code for the Q-Learning algorithm (QL) is displayed in
Algorithm 8. Note that due to the exploration policy, agents may still escape a suc-
cessful anti-coordination outcome. Nevertheless, for a fairer comparison, we count
the number of time steps until the first time all agents anti-coordinate. A softmax
action selection mechanism with a decreasing temperature could eventually lead to
steady behavior where agents do not escape the anti-coordination outcome. How-
ever, in our experiments we implement the QL algorithm, as described by Grenager
et al. [2002].
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4.4.3 Freeze

Grenager et al. [2002] also apply the Freeze algorithm, which instructs each agent to
choose actions randomly until the first time it differs from the actions of all its neigh-
bors. Thereafter the agent continues to play that action, regardless of whether its
neighbors select the same or different action. This strategy requires no parameter,
uses only local information and imposes minimal system requirements. Algorithm 9,
shows the pseudo code of the Freeze strategy, where the local variable frozen is initial-
ized to false for each agent. Once pure anti-coordination is achieved, all agents will
have their action “frozen” and therefore never leave the anti-coordination outcome.
We count the number of iterations until the first time all agents anti-coordinate.

Algorithm 9 function selectAction for Freeze
Input: payoff pi ∈ [0, 1] from the latest interaction

current action ai
Output: the new action ai of the agent

1: if pi == 1 then
2: frozen← true

3: end if
4: if not frozen then
5: ai ← selectUniformlyRandomAction
6: end if
7: return ai

4.4.4 Give-and-Take

Another algorithm that uses only local information and imposes minimal system
requirements is the Give-and-Take rule (GaT), proposed by Namatame [2006]. He
applies it in games where each agent is involved in a local El Farol Bar problem (see
Example 6) with their nearest neighbors on a grid topology. We remind the reader
that in the games we study agents are not selfish, but collectively aim to improve
the performance of the system. GaT makes agents yield to others if they gain,
and otherwise randomize their actions. In this way agents take turns being in the
minority, instead of selfishly aiming to stay in the minority. Since the rule is defined
for only two actions, we can use GaT only in two-action pure anti-coordination
games, played on bipartite graphs. If GaT would be applied in k-action games for
k > 2, there could be multiple minorities and majorities and thus it is not clear how
agents will select a minority and how they will yield to others.
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Algorithm 10 function selectAction for GaT
Input: payoff pi ∈ [0, 1] from the latest interaction

current action ai
Output: the new action ai of the agent

1: if ai == 1 then
2: ratio← 1− pi
3: else
4: ratio← pi

5: end if
6: if ratio ≤ θ and ai == 1 then
7: ai ← 2
8: else if ratio > θ and ai == 2 then
9: ai ← 1
10: else
11: ai ← selectRandomAction
12: end if
13: return ai

The author defines θ as the capacity of the bar in the El Farol Bar problem.
Without loss of generality, in our anti-coordination games, we define “visiting the
bar” as action 1 and “staying home” as action 2. Thus, an agent i is in the minority
when it visits the bar (ai = 1) and the bar is below its capacity (1 − pi ≤ θ), or
stays at home (ai = 2) and the bar is overcrowded (pi > θ).2 The GaT rule says
that when the ratio of attendance (or ratio of neighbors with action 1) is weakly
below the capacity θ, an agent visiting the bar is in the minority and therefore in the
next time step it will not visit the bar, i.e. it will yield to others. As a result, once
successful anti-coordination is reached, each agent will constantly change between
the two available actions (i.e. win at one time step and yield in the next) and hence
agents constantly switch between the two anti-coordination outcomes. Since agents
will never escape the anti-coordination outcomes, we count the number of iterations
until the first time pure anti-coordination is achieved. Namatame sets θ to 0.6 to
resemble the classical El Farol Bar problem, where the capacity of the bar is 60%
of the population. He assumes a grid topology in a torus shape where each agent
has exactly 4 neighbors (i.e. all agents on one edge of the gird are connected with
those on the opposite edge). In a WSN scenario, however, we cannot make this

2 Note that the payoff pi defines the number of neighbors choosing a different action from that
of agent i and not the number of neighbors choosing action 1.



4.5. Results from pure anti-coordination games 103

assumption and therefore we apply GaT on a standard grid topology, where some
agents on the edges have less than 4 neighbors. In our experimental setting the best
value for θ is 0.3 for all agents, so that agents on the edges of the grid can also find
the minority action.

4.5 Results from pure anti-coordination games

4.5.1 Experimental settings

We investigate the pure anti-coordination problem in 3 different topologies. We
study a ring topology with 20 agents, a 5-by-5 grid topology with 25 agents and
four fully connected topologies with 20, 30, 40 and 50 agents. The ring and grid
topologies are bipartite and therefore agents can successfully anti-coordinate with
only 2 available actions. We compare the rate of convergence of QL, GaT and
WSLpS algorithms in the latter two topologies. To study the scalability of QL and
WSLpS algorithms, we examine the rate of convergence in bipartite graphs for up
to 5 available actions. Since GaT is defined for only two actions, we cannot include
it in the comparison in games with more than two actions. Similarly, the Freeze
algorithm is designed for the full topology and thus it is not useful to apply it in ring
and grid topologies. When some agents “freeze” their action, due to the topological
configuration of the networks, other agents may not find a feasible outcome. For
example, in Figure 4.1a (on page 96) if agent A freezes to a1

a and agent D freezes
to a2

d, agents B and C cannot find conflict-free actions when the number of actions
k is 2.

Lastly, in the fully connected topologies agents cannot achieve successful anti-
coordination with less actions than there are agents. Therefore, we set the number
of available actions in the four fully connected topologies to 20, 30, 40 and 50,
respectively. In this way we can study the scalability of our WSLpS approach for
larger networks and with more available actions. We compare it to the Freeze
algorithm, which is designed for the full topology. QL, on the other hand, needs
to allow for sufficient exploration, in order to find an action that no other agent
has selected and at the same time a sufficiently greedy behavior, in order to stick
to it, so that other agents find a conflict-free action. All sample runs with QL in
the full topology took more than our limit of 10000 iterations for the parameter
configurations we studied and therefore we conclude that QL does not perform well
in the fully connected topology. Although all settings were tested with the above
algorithms, not all algorithms were able to converge. Table 4.1 gives an overview of
the algorithms we are comparing and the corresponding experimental settings that
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work well for the respective algorithm. Note that WSLpS is the only approach that
is applicable in all these settings.

topology: ring grid full
algorithm actions: 2 3 4 5 2 3 4 5 20 30 40 50
WSLpS X X X X X X X X X X X X

QL X X X X X X X X

Freeze X X X X

GaT X X

Table 4.1: Overview of the algorithms and the corresponding experimen-
tal settings that work well.

In all reported results we follow the same principles as outlined in Section 3.7.
Results are averaged over 1000 runs, which constitute a sample. This number of
runs was enough to draw statistically significant results, as the narrow confidence
intervals of our plots indicate. Missing values indicate that all runs in the sample
did not complete within 10000 iterations. The action for each agent is initialized
uniformly random from the available actions. The performance measure of the
system is the number of iterations until the action of each agent differs from that of
all its neighbors. Note that in some graphs the y-axis is in logarithmic scale.

4.5.2 Parameter study

Before we compare the different algorithms, we will present a study of the parameters
in WSLpS and QL. Figure 4.2 shows how the keep probability β of WSLpS affects
the convergence time of agents in different topologies. We explain here the limit
values for this parameter. We see that the larger the parameter, the slower the
convergence time. However, if β = 0, agents in the bipartite graphs (i.e. ring and
grid) cannot always reach anti-coordination with 2 actions (cf. Figures 4.3a and
4.3b). This is because agents, who are in conflict with each other and receive a
payoff of 0 will all shift to the other action with probability 1 and thus still remain
in conflict. Similarly, if β ≥ 0.5 in the ring topology, an agent with one conflict will
have a payoff of pi = 0.5 and since pi ≥ 1− β its keep probability will be Πkeep

i = 1
(cf. Equation 4.1) and thus will not change its action. Therefore we do not test the
settings where β ≥ 0.5. In a similar fashion, in the grid topology with β ≥ 0.25
an agent with four neighbors and only one conflict obtains a payoff of 3/4 and will
always keep its action (i.e. Πkeep

i = 1), since pi ≥ 1 − β and therefore the network
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(a) Ring topology with N = 20 agents.
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(b) Grid topology with N = 25 agents.
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(c) Fully connected topology with k = N actions.

Figure 4.2: Convergence time of WSLpS in different topologies for differ-
ent values of the keep probability β. Error bars show the 95% confidence
interval of the mean.

will not always converge. The latter result is confirmed by Figure 4.3b, showing
that for β > 0.2 not all runs converge in the grid topology. In addition we observe
that an anti-coordination game with 2 actions, although having only 2 solutions,
converges faster than a game with 3 actions, which has much more solutions. We
explain the reason behind this phenomenon in Section 4.5.3 below. We determine
from Figure 4.2 that the best value, among those tested, for ring and grid is β = 0.1,
while in full topology β = 0 gives the fastest convergence time. Thus, in the latter
topology agents keep their action with probability equal to the payoff they obtain.
Note that here the range of “good” values for β is comparable to the “good” values
of the keep probability in the pure coordination games from Section 3.8.4.

The effect of the learning rate and temperature parameters of QL are displayed
in Figure 4.4. As we predicted in Section 4.4.2, the best convergence times are
achieved with a relatively high learning rate, combined with a low temperature.
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(a) Ring topology with N = 20 agents.
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(b) Grid topology with N = 25 agents.
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(c) Fully connected topology with k = N actions.

Figure 4.3: Percentage of runs that did not converge within Tmax itera-
tions from Figure 4.2.

Similarly to WSLpS, the convergence time of QL for 2 actions in the grid topology
is faster than that in a game with 3 actions (e.g. see Figure 4.4d). Moreover,
a game with 2 actions has only 2 possible solutions, which underlies the erratic
pattern of the corresponding graphs (all dark blue lines). We are able to determine
from the reported results, that the values that perform best in both topologies and
for all actions are τ = 0.1 and the corresponding λ = 0.8. The QL algorithm can
be extended by considering a variable learning rate for each agent. For example,
Bowling & Veloso [2002] propose the WoLF principle (Win or Learn Fast), where
the learning rate is adjusted based on the performance of the agent.

4.5.3 Results

We see in Figures 4.5a and 4.5b that the Q-Learning algorithm and our Win-Stay
Lose-probabilistic-Shift have comparable performance in terms of convergence time,
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(a) Ring topology, τ = 0.05.
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(b) Grid topology, τ = 0.05.
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(c) Ring topology, τ = 0.1.
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(d) Grid topology, τ = 0.1.
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(e) Ring topology, τ = 0.15.
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(f) Grid topology, τ = 0.15.

Figure 4.4: Convergence time of QL in ring and grid topologies for
different values of the learning rate λ and the temperature τ . Error bars
show the 95% confidence interval of the mean.
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although the 95% confidence interval of our algorithm is almost always slightly lower
than that of QL. The samples (but not results!) obtained from each of the two al-
gorithms are significantly different (with a p-value in the order of 10−10) according
to a Mann-Whitney U-test with α = 0.05, which is not surprising, since the dis-
tributions are generated by different algorithms. For two available actions, both
algorithms outperform the Give-and-Take algorithm, as shown in Figure 4.5c. In
the ring topology we notice that convergence time for QL and WSLpS decreases for
higher number of available actions. Since each agent has only two neighbors, the
chance of agents anti-coordinating increases with the number of actions. Agents
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(a) Ring topology with N = 20 agents.
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(b) Grid topology with N = 25 agents.

Ring topology Grid topology
10

0

10
1

10
2

10
3

Ite
ra

tio
ns

 to
 c

on
ve

rg
en

ce

 

 

 

QL
GaT
WSLpS

(c) The three algorithms in both topologies with
2 available actions.

Figure 4.5: Comparison between the convergence times of QL with τ =
0.1 and λ = 0.8, WSLpS with β = 0.1, and GaT with θ = 0.3 in ring and
grid topologies.3
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in the grid topology (Figure 4.5b) have more neighbors to anti-coordinate with and
therefore the convergence time is on average higher than the convergence time in
the ring.

(a) Grid topology with k = 3
available actions.

(b) Grid topology with k = 2
available actions.

Figure 4.6: A snapshot of an anti-coordination problem between agents
in a grid topology. Each circle displays the name of the agent, while the
color shows its selected action.

Interestingly, both for QL and WSLpS, anti-coordinating with 2, 4 and 5 actions
in the grid topology is on average faster than with 3 actions. We attempt to explain
this phenomenon in Figure 4.6. Although all neighbors in Figure 4.6a, except B can
choose different actions, there is no feasible solution for agent B. The actions of A,
C and E receive a high payoff, since they are different from those of their neighbors
D and F. Only one of those three agents will be in conflict with B (agent C in this
case). Thus the multi-agent system can take more time to escape from the outcome
shown in Figure 4.6a, since all agents will have a high probability to select the same
actions. With two available actions, on the other hand, such situation cannot occur,
as illustrated in Figure 4.6b. If the actions of A, C and E agree with those of D
and F, agent B can also select a conflict-free action. Inversely, if all three agents
are in conflict with D and F, they will also be in conflict with B and therefore have
a higher probability of shifting their actions and escaping this outcome. We show
in Figure 4.7a the average number of conflicts between agents for different number
of actions. A conflict is when two neighboring agents select the same action. Each
conflict between two agents is counted once. We see that the conflicts in 3-action

3 On each box, the central mark is the median, the edges of the box are the q1 and q3, i.e. the
25th and 75th percentiles. The notches show the 95% confidence interval of the median. The
lower and upper whiskers extend to the most extreme data points not considered outliers, i.e.
to the data points adjacent to q1 − (q3 − q1) and q3 + (q3 − q1), respectively. Outliers are not
shown.
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games are initially less that those in 2-action games. However, as time progresses,
there are often some agents who find it difficult to anti-coordinate with 3 actions
due to the above problem, resulting in a longer tail of the curve. This behavior
explains why convergence with 3 actions is slower than with 2 in the grid topology
in Figures 4.2 and 4.4.
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(a) Grid topology with N = 25 agents.
WSLpS with β = 0.1.
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(b) Fully connected topology with k = N

available actions. WSLpS with β = 0.

Figure 4.7: Average number of conflicts in the pure anti-coordination
game.
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Figure 4.8: Comparison between the convergence times of Freeze and
WSLpS with β = 0 in the fully connected topology with actions equal to
the number of agents.

Lastly, we compare the Freeze algorithm to WSLpS in the fully connected topol-
ogy in Figure 4.8. We see that the convergence duration of both algorithms increases
with the number of agents. This effect can also be observed in Figure 4.7b, which
shows the average number of conflicts. However, WSLpS is on average faster than
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Freeze and this difference becomes more pronounced in larger networks. Again,
a Mann-Whitney U-test with α = 0.05 confirms (with a p-value in the order of
10−10) that the obtained samples belong to two different distributions, as they are
generated by two different algorithms.

Despite the comparable performance of QL and WSLpS in ring and grid, we
point out that the former relies on two parameters and it is sensitive to the initial q-
values. WSLpS, in contrast, has only one parameter to tune and is quite robust. In
addition, WSLpS performs well in all topologies we tested for both different number
of agents and actions, while QL, Freeze and GaT cannot be applied in all settings
(cf. Table 4.1).

4.6 A game of coordination and anti-coordination

In Chapter 3 we studied the pure coordination game where all agents need to learn
to select the same action. So far in Chapter 4 we explored the pure anti-coordination
game, where each agent has to select an action unlike those of all its neighbors. In
this section we move one step closer to the full problem of (anti-)coordination in
wireless sensor networks.

In the beginning of this chapter we stated that the main difference between these
games is the way the payoff signal is computed. We investigate here the performance
of the same WSLpS approach we used so far, but in a game where agents need to
both coordinate with some neighbors and at the same time anti-coordinate with oth-
ers. We examine again the grid topology, but this time agents distinguish between
their vertical and horizontal neighbors. This assumption is common in WSN, since
nodes are usually aware of their hop distance to the base station and therefore can
distinguish between nodes on the same hop (horizontal neighbors) and nodes on a
higher or a lower hop (vertical neighbors). If we place the base station at the bottom
of the grid and choose for a shortest path routing protocol, nodes need to forward
their data vertically towards the sink. Although nodes are in range with their hor-
izontal neighbors as well, horizontal message forwarding is not allowed. Nodes in
such a WSN need to synchronize their communication with their vertical neighbors,
in order to forward messages, and at the same time desynchronize with horizontal
neighbors, in order to avoid interferences. However, nodes do not explicitly use this
information of vertical and horizontal neighbors when synchronizing and desynchro-
nizing, but are guided by the feedback they receive from the interactions. Note that
we are still studying abstract (anti-)coordination games, but we refer to the WSN
domain in this section to motivate our design choices.
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4.6.1 The (anti-)coordination game

We design the (anti-)coordination game in this section to resemble the above WSN
scenario, but we no longer speak about sensor nodes. Each agent receives a positive
payoff for the number of its vertical neighbors with the same action and horizontal
neighbors with different actions. Formally, the payoff pi to agent i is computed in
the following way:

pi = 1
2

 nvi |aj=ai
nvi

+
nhi
∣∣∣
aj 6=ai

nhi


where nvi and nhi are respectively the number of vertical and horizontal neighbors of
i, nvi |aj=ai is the number of vertical neighbors with the same action as i and nhi

∣∣∣
aj 6=ai

is the number of horizontal neighbors with different actions. Agents will keep their
action in the next iteration according to Equation 4.1.

For a grid topology with 25 agents and 2 available actions, the two possible global
solutions are shown in Figure 4.9; for 3 actions in the same topology there are 48
solutions and so on. In general, the number of possible solutions in a grid topology
with N agents and k actions is k(k − 1)

√
N−1. We study here the performance of

WSLpS in the 5-by-5 grid topology for up to 5 actions. Although the number of
possible solutions increases exponentially, we will show in the next subsection that
the convergence time of agents becomes slower.

Figure 4.9: The two solutions of the (anti-)coordination game in grid
topology for N = 25 agents and k = 2 actions (black and white).

4.6.2 Parameter study

As with the pure anti-coordination game (cf. Section 4.5.2), we will perform here a
parameter study for the keep probability β of our WSLpS approach. In Figure 4.10a
we show how β affects the convergence time of our algorithm for 25 agents with dif-
ferent number of actions. We observe here the same effect as in Section 4.5.2. For
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β ≥ 0.25 the (anti-)coordination game cannot always converge, as confirmed by Fig-
ure 4.10b. In contrast to the pure anti-coordination game, however, the convergence
time in our (anti-)coordination game increases for more available actions.
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(a) Convergence time of WSLpS. Error bars
show the 95% confidence interval of the mean.
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(b) Percentage of runs that did not converge
within Tmax iterations.

Figure 4.10: Results from the (anti-)coordination game with N = 25
agents in the grid topology for different values of the keep probability β.

4.6.3 Results and discussion
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(a) Convergence times.
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(b) Average number of conflicts.

Figure 4.11: Convergence time and conflicts of N = 25 agents in the
grid topology for different number of actions in an (anti-)coordination
game using WSLpS with β = 0.2.

We see in Figure 4.11a that the convergence time in the grid topology for the
(anti-)coordination game is higher when agents have more available actions. The
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Figure 4.12: Convergence time of WSLpS with β = 0.2 in all three game
types on the grid topology with N = 25 agents and k = 2, . . . , 5 actions.

number of conflicts in each setting can be observed in Figure 4.11b. Although
(anti-)coordination games with more actions have naturally more solutions, the co-
ordination between vertical neighbors becomes more difficult with more available
actions. The anti-coordination between horizontal neighbors, on the other hand,
becomes easier for more actions, as we saw in Section 4.5.3. Lastly, in Figure 4.12
we notice that the convergence time in the (anti-)coordination problem on the grid
topology is proportional to both coordination and anti-coordination games. The
latter figure compares the three game types on the grid topology. Note that for
two available actions each of the three games has exactly two solutions and there-
fore — comparable convergence times. However, the convergence time of the pure
coordination problem increases exponentially4 with the number of actions, while in
the (anti-)coordination game, time increases only linearly (cf. Figure 4.11a). This
is a positive result, since in wireless sensor networks nodes need to both coordinate
and anti-coordinate at the same time. Moreover, the coordination problem is much
smaller than the anti-coordination problem. For a successful message forwarding,
for example, a node needs to coordinate with only one partner, but anti-coordinate
with possibly many neighbors. Thus, network convergence of the combined game
increases at most linearly with the number of actions.

4 Note that the y-axis is logarithmic.
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4.7 Conclusions
Guided by research question Q2, the main aim of this chapter is to show that a sim-
ple approach like WSLpS is able to make agents in different configurations quickly
self-organize with no history of past plays and based only on local interactions with
limited feedback. In addition, agents dispersion games reach a global favorable out-
come without additional communication overhead, such as communicating current
states or exchanging local information about the strategies of neighbors. We showed
that the same approach we presented for pure coordination in Chapter 3, namely
Win-Stay Lose-probabilistic-Shift, can be applied in pure anti-coordination games
and in games that involve characteristics of both coordination and anti-coordination.
Moreover, our WSLpS approach imposes minimal system requirements and can be
used by agents in any topology and for any number of actions. Our empirical results
indicate that WSLpS performs at least comparable to other (and sometimes more
complex) algorithms presented in literature on anti-coordination.

We saw that solutions in pure coordination games always exist, while dispersion
games on certain topologies have no conflict-free solutions. Note that grid topologies
with two actions have exactly two global solutions for both pure coordination games
and pure anti-coordination games and therefore agents perform equally well in both
game types. When pure anti-coordination with k > 2 actions is possible, the game
has more solutions and agents can typically find a favorable outcome much faster
than agents playing a coordination game with the same number of actions. Lastly, we
saw that (anti-)coordination games, which involve equal amount of coordination and
anti-coordination, have convergence time proportional to its two aspects. However,
the convergence time of these (anti-)coordination games is much closer to that of
pure anti-coordination, than to pure coordination, which increases exponentially in
the number of actions. Thus we can conclude that (at least in grid topologies) the
element of anti-coordination has a much stronger influence on the convergence time
of the (anti-)coordination problem than has the influence of coordination. To put it
bluntly, pure anti-coordination speeds up the convergence time of (anti-)coordination
games much faster than pure coordination slows it down. Nevertheless, deeper
analysis needs to be performed to understand this relationship in any topology for
arbitrary number of agents and actions.





Chapter 5

(Anti-)Coordination in time:
wireless sensor networks

Until now we analyzed the pure coordination and pure anti-coordination problems
separately, as well as the combined problem of coordination and anti-coordination
in abstract single-stage repeated games. Here we explore the challenging domain
of wireless sensor networks (WSNs), where sensor nodes are involved in a repeated
multi-stage (anti-)coordination game in time. We show how the (anti-)coordination
games studied so far map to the WSN coordination problem, by addressing the
following question:

Q3: How can highly constrained sensor nodes organize their communication sched-
ules in a decentralized manner in a wireless sensor network?

Our simple decentralized Win-Stay Lose-probabilistic-Shift (WSLpS) approach, pre-
sented in Chapters 3 and 4 allows agents in different topologies to successfully achieve
(anti-)coordination through only local interactions and with no communication over-
head. Most importantly, WSLpS imposes minimal system requirements, allowing
highly constrained agents to (anti-)coordinate with only limited environmental feed-
back. These characteristics of our approach allows us to apply it in the real-world
domain of wireless sensor networks. Due to the decentralized nature of the WSN
scenario and the limited information available to nodes, individual agents are un-
able to measure the global system performance and hence optimize their long-term

117
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behavior. Nevertheless, we demonstrate how optimization of immediate payoffs can
still result in near-optimal outcomes.

In this chapter we study how WSLpS can be used by computationally bounded
sensor nodes to organize their communication schedules in an energy-efficient de-
centralized manner. We propose two adaptive communication protocols based on
WSLpS and demonstrate the importance of (anti-)coordination in WSNs, as op-
posed to pure coordination and pure anti-coordination. We show how our approach
outperforms a state-of-the-art communication protocol in terms of two typical per-
formance measures — lifetime and latency.

5.1 Introduction

A wireless sensor network is a collection of small autonomous devices (also nodes, or
agents), which gather environmental data with the help of sensors. These battery-
powered nodes use radio communication to transmit their sensor measurements to
a terminal node, called the sink. The sink is the access point of the observer (or
user), who can process the distributed measurements and obtain useful information
about the monitored environment.

Though the sink is vital to the operation of the whole network, it does not
constitute a central controller, since it has no global knowledge, no knowledge of
the internal states of nodes, such as remaining battery power, and cannot directly
communicate with all nodes. Collecting such global and local information and con-
trolling individual nodes comes at a high communication cost for the entire network.
Although the sink does constitute a single point of failure, a fault can easily be de-
tected by the user and fixed, as opposed to a failure in one of the nodes.

Nodes have small transmission range and therefore data packets (or messages)
cannot be sent directly to the sink, but need to be forwarded by other nodes within
range, which we call neighboring nodes (or neighbors). Thus sensor data travels
through the network in the form of data packages, transmitted at discrete time
intervals (or time slots). At each time slot agents interact by attempting to forward
messages towards the sink. We see each interaction in a given time slot, as a single-
stage multi-player (anti-)coordination game between neighboring nodes. However,
unlike the (anti-)coordination games studied in the previous chapters, here each
game is influenced by the games at the previous time intervals, due to the forwarding
of messages. For example, if at time slot t a node A transmits a message to its
neighbor B, in the next time slot t+ 1 node B would have to forward that message
to another node. Depending on whether the transmission between A and B is
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successful at time t, node B would have to take different actions at time t + 1.
Due to the relation between games at different time slots, we see the collection
of these single-stage games as one multi-stage game, played through time. That
multi-stage game starts with each node having one sensor measurement to send
and ends when all measurements are delivered to the sink. Since measurements
are made periodically, we say that the WSN game is a repeated multi-stage (anti-)
coordination game in time.

Successful message forwarding requires both synchronization with the intended
receiver as well as desynchronization with all other nodes in range. Here the term
synchronization refers to coordination of activities in time, while desynchronization
stands for anti-coordination in time. Similarly, (de)synchronization stands for (anti-)
coordination in time. In Chapters 3 and 4 we used multi-channel communication
as a real-world example that illustrates abstract coordination and anti-coordination
games respectively. As multi-channel communication poses numerous additional
challenges in the domain of WSNs, for simplicity in this chapter we assume single
channel communication. In Phung et al. [2012] we extend our work to multi-channel
coordination. Note that single channel communication is, at the time of this writ-
ing, still an active area of research and that many state-of-the-art communication
protocols are still single-channel. In this chapter we focus on another challenging
problem that illustrates the need for (de)synchronization, namely wake-up schedul-
ing. Due to the decentralized nature of most WSN applications, agents need to
(de)synchronize their communication schedules without the help of a central entity.
We illustrate the problem of (de)synchronization in Example 12.

Example 12 (WSN (de)synchronization). Consider a number of wireless sensor
nodes, arranged in an arbitrary topology. For a successful transmission between two
nodes, the sender needs to put its radio in transmit mode, the intended receiver needs
to listen to the channel, while all other nodes in range need to turn off their radios.
In the absence of central control, how can all nodes in the wireless sensor network
learn over time to (de)synchronize their activities, such that they successfully forward
data to the sink?

Sensor nodes have the common goal of (de)synchronizing their activities, but
have no individual preferences, since all nodes belong to the same user. The aim of
nodes is to learn the best action at each time slot, resulting in an energy-efficient
behavior that allows them to successfully forward their data in a timely fashion.
The paradigm for the designer of such a decentralized system is to apply a learning
algorithm that allows sensor nodes to (de)synchronize their activities through only
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local interactions and using incomplete knowledge. Moreover, due to the limited
resources available to sensor nodes, the learning algorithm should impose minimal
system requirements and communication overhead.

The rest of this chapter is organized as follows. In the next section we describe
in more detail the challenging domain of wireless sensor networks. We provide an
overview of related work in Section 5.3 and then describe the underlying (anti-)
coordination problem in WSNs in Section 5.4. We present our experimental results
in Sections 5.5 and 5.6 before we outline the conclusions of our work on WSNs in
Section 5.7.

5.2 Wireless sensor networks

Given the current technological trend, wireless sensor networks are envisioned to be
mass produced at low cost in the next decade, for applications in a wide variety of
domains. These include, to name a few, ecology, industry, transportation, or defense.
Large scale sensor network applications can be classified in two main categories
— environmental monitoring applications and applications for event detection. A
typical WSN monitoring scenario consists of a set of sensor nodes, scattered in an
environment, which conduct sensor measurements (e.g. temperature, humidity, light
conditions) and periodically report their data to the base station. Sensor networks
for event detection, in contrast, continuously sense their environment for specific
phenomenon (e.g. smoke, intruders, vehicle movement) and report to the sink only
when such events occur. In this thesis we are interested in optimizing periodic
behavior, and therefore we will focus more on monitoring applications.

For example, WSNs in habitat monitoring become increasingly significant, due
to the disturbance effects that human presence introduces to animal populations and
plants. The traditional personnel-rich approach, used by researchers in field studies,
is usually more expensive and potentially dangerous (e.g. to dormant plants, breed-
ing animals, or even to scientists themselves), as compared to the more economical
and less invasive method of wireless sensor monitoring [Mainwaring et al., 2002].
This remote observation is done by deploying a set of sensor nodes over the envi-
ronment of interest and thus minimizing the human impact on animal populations
and plants, by remotely monitoring their habitation.

The resources of the untethered sensor nodes are often strongly constrained,
particularly in terms of energy and communication range. The base station usually
possesses much larger resources, comparable to those of a standard laptop or desktop
computer. The limited resources of the sensor nodes make the design of a WSN
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application challenging. Application requirements, in terms of lifetime, latency, or
data throughput, often conflict with the network capacity and energy resources.
We first outline the network model of WSNs and then we report on the (anti-)
coordination challenges in this domain.

5.2.1 Network model

Communication in WSNs is achieved by means of networking protocols, and in par-
ticular by means of the Medium Access Control (MAC) and the routing protocols
[Akyildiz et al., 2002; Yick et al., 2008]. The MAC protocol is the data communica-
tion protocol concerned with sharing the wireless transmission medium among the
network nodes. This protocol controls the radio of nodes and is responsible for the
efficient node-to-node message delivery. The routing protocol, on the other hand,
handles the end-to-end packet delivery. It allows to determine via which paths sen-
sor nodes have to transmit their data so that messages eventually reach the sink.
When being forwarded, messages are stored in the finite buffer (or queue) of nodes.

5.2.1.1 Communication and routing

Initially, nodes in WSNs were used to directly transmit (pre-processed) sensor mea-
surements to a base station, located within all nodes’ transmission range, which then
compiles and further processes the measured data [Martinez et al., 2004]. However,
monitoring large environments requires the deployment of high number of devices
over (ever increasing) regions, making it difficult to choose a location for the base
station that will be in range with all nodes. Increasing the transmission range of
nodes, in order to reach the base station, results in a higher interference and energy
consumption and therefore decreases the overall lifetime of the sensor field.

To reduce these problems Zhao & Guibas [2004] proposed a multi-hop routing
protocol that allows data packets to be forwarded by neighboring nodes to the sink,
rather than directly transmitting the data to the end point. This solution reduces
the requirement for the size of the transmission range and hence, the energy con-
sumption1, but leads to the necessity of coordination between neighboring nodes to
ensure a viable transmission route. This communication method is called multi-hop
routing. It allows for bigger sensor fields, where nodes fall outside the transmission
range of the base station. Therefore, a direct centralized control over the network
is not possible, so nodes have to organize their schedules and communication in a

1 The simplest energy consumption model suggests that the energy, required for transmission, is
proportional to the squared distance for this transmission.
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decentralized fashion.
In WSNs the wireless medium is a shared resource. Most state-of-the-art wire-

less motes are equipped with an omnidirectional antenna that transmits data in all
directions. Although directional antennas overcome some challenges of omnidirec-
tional ones, they are typically more expensive and come with their own limitations.
In this chapter we assume that data is sent in all directions and therefore nodes
need to coordinate on using the shared resource. The MAC protocol handles packet
transmission and must ensure the proper and efficient usage of that resource in the
envisaged application. Two major types of MAC protocols have been proposed:
contention based and scheduling based. In contention based protocols like Carrier
Sense Multiple Access (CSMA) nodes can forward their data at any time, without
following any particular schedule. In order to reduce the probability of a collision,
nodes compete for the wireless medium typically with the help of additional control
messages prior to the transmission of the actual data. Scheduling based MAC pro-
tocols, on the other hand, rely on a specific schedule of channel access for each node
and therefore do not require contention-introduced control messages. In the Time
Division Multiple Access (TDMA) protocol the signal is divided into frames, while
each frame is further divided into time slots. This scheme allows nodes to reserve
time slots for data transmission/reception such that multiple nodes can use differ-
ent parts of the bandwidth of the same radio channel. A drawback of TDMA-like
protocols is that they usually require clock synchronization2, such that (neighbor-
ing) nodes maintain a similar notion of time. Recent work, however, reports on an
adaptive MAC protocol that achieves sender-receiver time coordination without the
need for tight clock synchronization between nodes [Borms et al., 2010]. In the WSN
applications that we consider, we assume a TDMA protocol, due to its natural ad-
vantage of energy conservation when exploiting the periodic behavior of nodes. The
only control message used by this protocol is the ACKnowledgment packet, which
is transmitted after a DATA packet is received successfully. Although it introduces
communication overhead, the ACK packet is necessary for the proper and reliable
forwarding of messages. As typically done in WSNs, we assume here that the frame
length equals the period of data collection, while each slot is long enough to allow a
single IEEE 802.15.4 maximum length DATA packet (of 128 bytes) to be transmit-
ted and acknowledged with an ACK packet, resulting in a slot duration of around
5 milliseconds. Each sensor measurement takes one slot to be transmitted and ac-
knowledged between two nodes. Due to the periodic nature of sensor measurements,
we assume a constant (or static) traffic flow. For simplicity we assume also single-

2 Not to be confused with the term synchronization as coordination in time.



5.2. Wireless sensor networks 123

channel communication, but in recent work we described how an approach similar to
WSLpS can be used to achieve distributed contention-free access in a multi-channel
setting [Phung et al., 2012].

When the WSN is deployed, the routing protocol requires that the nodes deter-
mine a routing path to the sink [Al-Karaki & Kamal, 2004; Ilyas & Mahgoub, 2005].
This is achieved by letting nodes broadcast packets immediately after deployment in
order to discover their neighbors. Nodes in communication range of the sink prop-
agate this information to the rest of the network. During the propagation process,
each node chooses a parent, i.e. a node to which the data will be forwarded in order
to reach the sink. The choice of a parent can be done using different metrics. A
typical multi-hop routing protocol is to rely on a shortest path tree with respect to
the hop distance, i.e. the minimum number of nodes that will have to forward their
packets [Couto et al., 2005; Woo et al., 2003]. The nodes determine the neighbor
node which is the closest (in terms of hops) to the sink, and use it as the parent
(or relaying node) for the multi-hop routing. This is the type of routing protocol
we assume in our WSN application, due to its simplicity and low-overhead imple-
mentation. Note that the focus of this dissertation is more on the node-to-node
coordination, rather than the end-to-end message delivery. This routing scheme or-
ganizes the traffic flow in the network as a static tree, with the sink being the root.
Nodes on one routing branch need to synchronize their wake-up schedules with each
other in order to increase the throughput, and at the same time desynchronize with
nodes from neighboring routing branches, so that interference is minimized.

The drawback of static routing protocols, however, are that they are unable to
perform well in harsh and dynamic environments, where nodes may move, fail, or
new nodes may be introduced. For this reason one must rely on dynamic routing
approaches [Boyan & Littman, 1994; Nowé et al., 1998]. A good overview of adap-
tive routing algorithms is presented by Förster [2007]. In the presence of multiple
(mobile) sinks, the routing protocol needs to efficiently coordinate the flow of data
towards the different base stations. Förster & Murphy [2007] introduce FROMS:
an adaptive energy efficient routing protocol, based on Q-learning, that dissemi-
nates data to multiple mobile sinks. In this dissertation, however, for the reasons
explained above, we assume a single end station.

5.2.1.2 Modes of operation

Since wireless sensor nodes operate in most cases on finite energy resource, low-
power operation is one of the crucial design requirements in sensor networks. The
challenge of energy-efficient operation must be tackled on all levels of the network
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stack, from hardware devices to protocols and applications. Although sensing and
data processing may incur significant energy consumption, it is commonly admitted
that most of the energy consumption is caused by the radio communication. A large
amount of research has therefore been devoted in the recent years to the design of
energy-efficient communication protocols [Akyildiz et al., 2002; Ilyas & Mahgoub,
2005; Ye et al., 2004; Yick et al., 2008].

In our WSN model each sensor node operates according to a schedule that defines
three different modes:

• a node goes in transmit mode when it starts to send a message through the
channel. Although the message is addressed only to the parent, the omnidi-
rectional antenna of the node broadcasts the message to all nodes in range,
which we call neighbors (or neighboring nodes).

• when in listen mode, the sensor node is actively listening for broadcasts in
the medium. When a signal is detected, the message is decoded and stored
in the node’s memory buffer (or queue) for later forwarding. Nodes discard a
broadcasted message, not addressed to them.

• when a node is in sleepmode, its radio transceiver is switched off and therefore
no communication is possible. Nevertheless, the node continues its sensing and
processing tasks.

These three operation modes pose potential problems to the communication, because
two nodes have to be synchronized with each other, prior to exchanging data. Two
nodes are synchronized (or coordinated in time), when the sender is in transmit
mode, while the receiver is in listen mode. Only then a successful transmission can
take place, provided no collisions occur at the receiver’s antenna. A collision happens
when more than one signal arrives at the same time (and on the same channel) at
the node’s antenna. Thus nodes need also to desynchronize with their neighbors (or
anti-coordinate in time), such that collisions do not occur during communication.

Figure 5.1 reports the radio characteristics of several representative and often
used radio platforms. An important observation is that for these typical radios,
the transmit and listen power are comparable, and that the sleep power is at least
two orders of magnitude lower. Taking into account the energy consumption of the
different modes, we can identify four major sources of energy waste:

• idle listening happens when a node is listening to the channel when no
neighbor is transmitting a message. Since no messages are being sent, the
node is better off sleeping, as it is orders of magnitude cheaper than listening.
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Mote Mica2Dot T-mote Sky Imote2 Waspmote Lotus 
Year 2002 2005 2007 2009 2011 

Radio CC1000 CC2420 Xbee-802.15.4 RF231-802.15.4 
Outdoor range 150 m 50/100m 500 m 100+ m 

Data rate 76 Kbps 250 Kbps 250 Kbps 250 kbps 
Sleep power 100 μW 60 μW <30 μW 30 μW 

Listening power 36 mW 63 mW 150 mW 48 mW 
Transmit power 75 mW 57 mW 135 mW 51 mW 

 

Figure 5.1: Typical wireless sensor hardware developed in the recent
years, together with their main radio characteristics.

• overhearing occurs when a node receives a packed that is addressed to an-
other node and not to itself. This event can happen due to the broadcasting
nature of the antennas.

• collision is another event that happens at the receiver’s radio, i.e., the node
detects more than one signal at the same time and is unable to distinguish
between them. In this case energy is wasted both at the sender’s and at the
receiver’s side, because the message was not received properly and needs to be
retransmitted.

• control packet overhead represents the energy loss due to the exchange of
control packets prior to, during or after the transmission of the actual message.
The frequency and size of the control packets should be kept low to minimize
the effect of this problem.

Here energy waste refers to the energy spent on an action (e.g. transmit, or listen)
that does not result in successful message delivery. In order to maximize energy
efficiency of the network, the communication protocol should minimize the above
sources of energy waste, while maximizing sleep mode and considering the latency
requirements of the observer.

5.2.1.3 Wake-up scheduling

It is clear that in order to save energy, a node should turn off its radio (or go to
sleep). However, when sleeping, the node is not able to send or receive any messages,
therefore it increases the latency of the network, i.e., the time it takes for messages
to reach the sink. High latency is undesirable in any real-time applications. On the
other hand, a node does not need to listen to the channel when no messages are
being sent, since it loses energy in vain. Therefore, the only way to significantly
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reduce power consumption is to have the radio switched off most of the time, and
to turn it on only if messages must be received or sent. This problem is referred to
as wake-up scheduling. Analogously, a node’s wake-up schedule contains the time
slots for each of the node’s three modes of operation, i.e. transmitting, listening and
sleeping. Since measurements are taken periodically with the frame length being the
period, nodes should repeat their wake-up schedule in each frame. We assume here
that all nodes take environmental measurements at the beginning of each frame,
such that at the first slot each node has one new message to forward to the sink.

Wake-up scheduling in wireless sensor networks is an active research domain,
and a good survey on wake-up strategies in WSNs is presented by Schurgers [2007].
Three types of wake-up solutions can be identified, namely, on-demand paging,
synchronous and asynchronous wake-up.

In on-demand paging, the wake-up functionality is managed by a separate radio
device, which consumes much less power in the idle state than the main radio.
The main radio therefore remains in a sleeping state, until the secondary radio
device signals that a message is to be received on the radio channel. This idea
was first proposed with the PicoRadio and PicoNode projects [Guo et al., 2001] for
extremely low power systems, and extended in Shih et al. [2002]; Agarwal et al. [2005]
with hand-held devices. On-demand paging is the most flexible and energy-efficient
solution, but adds non-negligible costs in the hardware design.

In synchronous wake-up approaches, nodes duty-cycle their radio (or alternate
active and inactive modes) in a coordinated fashion. The duty cycle is the ratio
of active time to sleep time within a frame. Several MAC protocols have been
proposed, allowing nodes to wake up at predetermined periods in time at which
communication between nodes becomes possible. A standard paper detailing this
idea is that of S-MAC (Sensor-MAC) [Ye et al., 2004]. The basic scheme is that
nodes rely on a fixed duty cycle, specified by the user, where nodes periodically
and simultaneously switch between the active and sleep states. S-MAC suffers from
energy loss due to overhearing, since all nodes are awake at the same time. Several
extensions to S-MAC have been proposed. In particular, van Dam & Langendoen
[2003] proposed T-MAC, which aims at improving the energy efficiency by making
the active period adaptive. This is achieved by making the active period very
small, e.g., only the time necessary to receive a packet, and by increasing it at
runtime if more packets have to be received. Another extension is D-MAC [Lu
et al., 2004], which staggers the wake-up cycles along the routing tree, so that nodes
send data when their parent’s radio is in the receive mode. The main concern with
protocols based on synchronous wake-up is the overhead which can be caused by
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maintaining the nodes synchronized. However, when the periodic message reporting
is relatively frequent, the synchronization costs become negligible compared to the
communication costs [Borms et al., 2010].

Finally, in asynchronous wake-up solutions, the nodes are not aware of each
other’s schedules, and communication comes at an increased cost for either the
sender or the receiver. In sender-based asynchronous wake-up, such as X-MAC
[Buettner et al., 2006], the sender continuously sends beacons until the receiver is
awake. Once the receiver gets the beacon, it sends an acknowledgment to notify the
sender that it is ready to receive a packet. This scheme is the basis for the low-power
listening [Hill & Culler, 2002] and preamble sampling [El-Hoiydi, 2002] protocols.
The receiver-based wake-up solution is the mirror image of sender-based, and was
exposed in the Etiquette protocol [Goel, 2005]. Sender-based and receiver-based
asynchronous protocols can achieve very low power consumption. Asynchronous
wake-up solutions however require an overhead due to the signaling of wake-up
events, which makes them inefficient when wake-up events are relatively frequent
[Schurgers, 2007]. For this reason we focus more on synchronous TDMA approaches
applied in monitoring applications with a relatively high message rate.

5.2.2 Design challenges

From the above described network model we see that the wireless network consists
of highly constrained sensor nodes that need to coordinate their behavior in a de-
centralized manner in order to fulfill the requirements of the WSN application. Here
we summarize some of the main challenges in the WSN domain, together with the
design requirements for an efficient communication protocol:

• A message transmission by one node may cause communication interfer-
ence in another, resulting in message loss. Therefore, the sender needs to
coordinate its transmissions not only with the receiver but also with other
nodes within range.

• There is no central control, as the sensor nodes are typically scattered over a
vast area. There is no single unit that can monitor and coordinate the behavior
of all nodes. As a result, nodes need to coordinate their transmissions in a
decentralized manner.

• Communication is expensive in terms of battery consumption, since the
radio transmitter consumes the most energy. For this reason agents cannot
coordinate explicitly using (energy-expensive) control messages, such as a node
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saying to all nodes in range “I will transmit a message in 5 seconds, so everyone
please stay silent” .

• Due to the small transmission and sensing range, nodes have only local in-
formation and lack any global knowledge (e.g. of the network topology).
Again, communicating such local information comes at a certain cost. Thus,
nodes should be able to adapt their behavior based on local interactions alone.

• Nodes possess limited memory and processing capabilities and therefore
cannot store large amounts of data, or reliably execute complex algorithms.
The coordination behavior needs to be simple and have low memory require-
ments.

• Sensor nodes cannot observe directly the actions of others, but only the
effect of their own actions. When a sensor node selects transmit and the
message is not acknowledged by the recipient, the sender does not know if the
receiver was itself transmitting, sleeping, or it was listening but encountered
interference. Only after successful communication can the node infer the action
of its communication partner.

In the next sections we will address the (de)synchronization problem of wireless
nodes, as posed in Q3, taking into account the above mentioned challenges.

5.3 Related work
Coordination and cooperative behavior has recently been studied for digital organ-
isms by Knoester & McKinley [2009], where it is demonstrated how populations
of such organisms are able to evolve coordination algorithms based on biologically
inspired models for synchronization while using minimal information about their
environment. Synchronization in WSNs, based on the Reachback Firefly Algorithm,
is more specifically applied to WSNs by Werner-Allen et al. [2005]. The purpose
of the study is to investigate the realistic radio effects of synchronization in WSNs.
Two complementary publications to the aforementioned work present the concept
of desynchronization in WSNs as the logical opposite of synchronization [Degesys
et al., 2007; Patel et al., 2007], where nodes perform their periodic tasks as far away
in time as possible from all other nodes. Agents achieve that in a decentralized
way by observing the firing messages of their neighbors and adjusting their phase
accordingly, so that all firing messages are uniformly distributed in time.

The latter three works are based on the firefly-inspired mathematical model of
pulse-coupled oscillators, introduced by Mirollo & Strogatz [1990]. In this seminal
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paper the authors proved that, using a simple oscillator adjustment function, any
number of pulse-coupled oscillators would always converge to produce global syn-
chronization irrespective of the initial state. More recently, Lucarelli & Wang [2004]
applied this concept in the field of WSNs by demonstrating that it also holds for
multi-hop topologies.

The underlying assumption in all of the above work on coordination in time
is that agents can observe each other’s actions (e.g. firing frequencies) and thus
adapt their own policy (e.g. own firing phase), such that the system is driven to
either pure synchronization or pure desynchronization, respectively. However, as we
mention in Section 5.2.2 in WSNs agents cannot observe the actions of others. For
example a sensor node could be in sleep mode while its neighbor wakes up, thus the
sleeping node is unable to detect this event and adjust its wake-up schedule accord-
ingly. Moreover, achieving either global synchronization (e.g. all nodes wake up at
the same time) or global desynchronization (e.g. one one node awake at a time)
alone in most WSNs can be impractical or even detrimental to the system. In Sec-
tion 5.4 we will present how we tackle these challenges using different decentralized
reinforcement learning approaches.

Paruchuri et al. [2004] propose a randomized algorithm for asynchronous wake-
up scheduling that relies on densely deployed sensor nodes with means of localiza-
tion. It requires additional data to be piggybacked to messages in order to allow
for making local decisions, based on other nodes. This bookkeeping of neighbors’
schedules, however, introduces larger memory requirements and imposes significant
communication overhead. A different asynchronous protocol for generating wake-up
schedules [Zheng et al., 2003] is formulated as a block design problem with derived
theoretical bounds. The authors derive theoretical bounds under different communi-
cation models and propose a neighbor discovery and schedule bookkeeping protocol
operating on the optimal wake-up schedule derived. However, both protocols rely
on localization means and incur communication overhead by embedding algorithm-
specific data into packets. Adding such data to small packets will decrease both
the throughput and the lifetime of the network. A related approach that applies
reinforcement learning in WSNs is presented by Liu & Elhanany [2006]. As in the
former two protocols, this approach requires nodes to include additional data in the
packet header in order to measure the incoming traffic load.

A related methodology is the collective intelligence framework of Wolpert &
Tumer [2008]. It studies how to design large multi-agent systems, where selfish
agents learn to optimize a private utility function, so that the performance of a global
utility is increased. In previous work [Mihaylov et al., 2008] we investigated how this
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framework can be applied in WSNs to overcome the challenge of decentralized (anti-)
coordination. This framework, however, requires agents to store and propagate
additional information, such as neighborhood’s efficiency, in order to compute the
world utility, to which they compare their own performance. The approach therefore
causes a communication overhead, which is detrimental to the network lifetime.

5.4 (Anti-)coordination in wireless sensor networks

The design objectives of individual nodes are to forward their sensor measurements
towards the sink in a timely fashion. As stated earlier, successful communication
between two nodes requires good coordination with all nodes in range. When a
node needs to transmit a message at a given time, the intended receiver must listen
for messages. We refer to this type of coordination in time between a sender and a
receiver as synchronization. The two nodes perform the same “meta” action at
the same time, i.e. forward a message towards the sink. Throughout this chapter
we use the term coalition to refer to a pair of agents that are synchronized at a
given time slot, i.e. one agent selects transmit while the other listens. In addition
to sender-receiver synchronization, no neighbors can forward a message at the same
time, because their message will interfere with the transmission between the two
communicating nodes. Therefore, the neighbors should sleep instead. This type of
anti-coordination in time between the communicators and neighbors we call desyn-
chronization, since the two groups cannot perform the same action at the same
time, i.e. they cannot forward a message when another message is being forwarded.
They need to desynchronize their activities in time, so that transmissions do not
occur simultaneously in close proximity. Thus, the wake-up schedules of nodes re-
quire (de)synchronization, or (anti-)coordination in time, so that nodes follow
their design objectives in an energy-efficient manner.

Coordinating the actions of agents can successfully be done using the reinforce-
ment learning (RL) framework by rewarding successful interactions (e.g., transmis-
sion of a message) and penalizing the ones with a negative outcome (e.g., overhearing
or packet collisions) [Mihaylov et al., 2012a; 2011a; 2011b]. This behavior drives the
nodes to repeat actions that result in positive feedback more often and to decrease
the probability of unsuccessful interactions. In literature, RL techniques are typ-
ically applied to optimize the long-term performance of agents, as opposed to the
immediate short-term reward [Sutton & Barto, 1998]. A far-sighted agent selects ac-
tions so as to maximize the sum of the possibly discounted future rewards, where an
initial sequence of actions may result in low rewards, but obtain a very high reward
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later on. However, in a message forwarding task in WSNs, agents cannot explicitly
condition their actions on what other agents further in the network will do, since
state information of others is not available. Moreover, sensor nodes should forward
their messages as soon as possible, so as to maximize throughput (or minimize la-
tency). Myopic agents are, therefore, well suited in a WSN scenario. Even though
maximizing immediate rewards may in some cases result in sub-optimal routing,
optimality is rarely sought in industrial applications where near-optimal solutions
are well accepted. Far-sightedness in WSNs cannot be implemented on a global
scale, since individual agents are unable to measure the performance of the whole
system in order to optimize their long-term behavior. To achieve the latter, state
information needs to be shared between agents, resulting not only in increased com-
putational complexity, but also in higher communication overhead. Related work
has studied the optimization of the long-term system performance in Markov games
where agents exchange information in order to propagate the reward signals [Vrancx,
2010]. Another author has explored the long-term learning behavior of agents in a
grid-world coordination task, where only agents in close proximity share state infor-
mation, due to the implied costs of communication [De Hauwere, 2011]. In our WSN
scenario, however, we attempt to address the decentralized coordination challenge
of highly-constrained sensor nodes imposing minimal system requirements and com-
municational overhead. We therefore require that agents achieve successful (anti-)
coordination without sharing any state information. Still, agents learn near-optimal
wake-up schedules by maximizing immediate rewards, based only on the immediate
outcome of their own actions. In this way the scheduling of the sensor nodes’ behav-
ior emerges from simple and local interactions without the need of central mediator
or any form of explicit coordination.

As we outlined in Section 4.6, in WSNs nodes are usually aware of their hop dis-
tance to the base station and therefore can distinguish between nodes with the same
hop distance (horizontal neighbors) and nodes on a higher or a lower hop (vertical
neighbors). Depending on the routing protocol, coalitions (i.e. synchronized pairs
of nodes) logically emerge across the different hops. Note that no explicit notion of
coalition is necessary. Rather, these coalitions emerge from the global objective of
the system, and agents learn by themselves with whom they have to (de)synchronize
(e.g. to maximize throughput). As defined by the routing protocol, messages are not
sent between nodes from the same hop, hence these nodes should desynchronize (or
belong to separate coalitions) to avoid communication interference. If the routing
would allow for message forwarding between neighbors on the same hop, coalitions
could form “horizontally” as well.
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Since sensor networks typically cover vast areas, precise node positioning is a
tedious task. Sensor nodes are usually scattered randomly over the monitored field,
and although we assume the network topology remains static after deployment, the
precise configuration cannot be known in advance. Moreover, the transmission power
of nodes, as well as the channel quality, influence the network connectivity. For these
reasons the network designer cannot anticipate the network topology in advance in
order to completely determine the wake-up schedules of nodes using off-line learning
methods. Once the sensor network is deployed, on-line learning methods can help
nodes adapt their schedules to the resulting topology. On-line adaptation, on the
other hand, typically relies on trial-and-error methods, which are costly in the WSN
domain. Therefore the network designer can use a combination of these techniques to
improve the efficiency of the system. He can apply off-line learning methods to pre-
configure the the nodes’ schedules and then use planning techniques, such as Dyna-Q
[Sutton & Barto, 1998], in order to speed up the on-line learning process. In addition,
transfer learning techniques [Taylor, 2009] can be applied when a new node is added
to the network. Neighboring nodes can transfer their their learned schedules, such
that the new node can learn more quickly an efficient schedule. Similarly, transfer
learning can help the user to change the purpose of its network and let nodes quickly
adapt to the new task, for example from environmental monitoring application to
intrusion detection.

We mentioned in Section 5.1 that agent interaction in WSNs can be seen as a
sequence of repeated singe-stage (anti-)coordination games that are related in time
and therefore comprise one multi-stage game. To illustrate this concept, we inves-
tigate the (de)synchronization problem in WSNs from two perspectives: per-slot
learning, which studies the outcome of learning in individual slots (or stages) inde-
pendently, and real-time learning, in which agents sequentially learn in each slot of
the multi-stage game. We propose several techniques to coordinate the communica-
tion of nodes in a decentralized and self-organizing way. Nodes attempt to (anti-)
coordinate their transmissions and learn a wake-up schedule based on their position
in the network. For example, leaf nodes should learn to only transmit and sleep,
since no messages are being sent to them, while nodes close to the sink need to
forward more messages and therefore have to transmit and listen more. In our stud-
ies we use synchronous action updates where agents simultaneously update their
actions at the end of each slot.

Recall that the frame captures the periodic behavior of agents, where at the be-
ginning of each frame nodes generate a sensor measurement that has to be forwarded
towards the sink. In per-slot learning nodes attempt to learn an energy-efficient
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behavior one slot at a time. The game in each slot resembles a single-stage repeated
(anti-)coordination game, similar to the games studied in the previous chapters.
The frame length F is initially set to contain only one slot (F = 1) and repeated
for T learn rounds, determined by the user of the system. During that time the agent
should learn which action to select, based on the actions of its neighbors, by using its
learning approach (described below). The number of rounds should be high enough
to allow agents to successfully (de)synchronize with others in that slot. After the
T learn rounds, agents store their learned action in their wake-up schedule and the
frame length is then increased by one slot. During the next T learn rounds, in the first
F − 1 slots of the frame each agent selects its actions according to its learned sched-
ule, while in the last slot it again attempts to learn an energy-efficient action. This
process is repeated until the frame contains Smax slots, which is the final length of
the data collection round (or period) of the system. Thus, in the first T learn ·∑Smax

n=1 Sn

slots after the deployment of the WSN, nodes attempt to learn an energy-efficient
wake-up schedule at each slot separately, while forwarding messages. Thereafter,
the learned schedules of nodes remain unchanged due to the periodic traffic flow. In
this way, in every last slot of every frame agents are playing a single-stage (anti-)
coordination game with their neighbors, repeated for T learn rounds. The actions
learned in that game determine the (anti-)coordination game in the next added slot.
One can notice that these (anti-)coordination games have certain characteristics
of Graphical Games [Vickrey & Koller, 2002], where agents have to independently
decide on an action and receive payoff based on the actions of their neighbors in
the network. Thus during learning our agents are engaged in sequential repeated
graphical games, where each game is related to the preceding one, as a result of
the traffic flow through the network. In other words, the game in each new slot is
influenced by the actions of agents in the previous slots. The aim is to study how
(anti-)coordination can emerge in a decentralized manner through local interactions
and limited feedback. Moreover, we see how independently learning in a sequence
of (anti-)coordination games can result in an overall efficient schedule even though
agents are only aware of a single game at a time and do not take into account the
relation between the different games (or slots). In addition, it is not obvious what
information from previous games to use and how to integrate it when learning in
the new slot.

In real-time learning, in contrast, we study the real-world problem of WSN
coordination as one multi-stage (anti-)coordination game. From deployment on,
frames contain F = Smax slots, where measurements are generated at the beginning
of each frame, and agents continuously learn for T learn rounds by forwarding messages
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towards the sink. In that perspective each node adapts its wake-up schedule on-line
to the periodic traffic flow in the network, influenced by the behavior of others. The
aim of nodes is to learn within T learn rounds a good action at each slot within the
frame.

In both perspectives the learning is done on-line in the sense that nodes adapt
their behavior as messages are being forwarded towards the sink. In the per-slot
perspective, agents sequentially learn an efficient action at each slot, while in real-
time learning, agents adapt their behavior for each slot in parallel. Figure 5.2
illustrates the differences between the two learning perspectives we consider. Nodes
take care of the on-line learning performance by constantly forwarding messages
in the direction of the sink and thus the observer can obtain useful measurements
during the learning phase. In Section 5.5.1.3 we measure the on-line performance.

fixed behavior, 
based on wake-up schedule slots for learning

F=2  slots F=S max slotsF=1  slot

…… ………

T learn d T learn d T learn d

Time

T learn rounds T learn rounds T learn rounds

Time

(a) Per-slot learning.

slots for learningF=S max slots slots for learning

… …… …

T learn roundsT rounds

Time

(b) Real-time learning.

Figure 5.2: The two studied learning perspectives.

5.4.1 Per-slot learning perspective

We use this perspective to study how the (anti-)coordination problem we explored
in the previous chapter maps to the WSN domain. Indeed, our WSN setting bares
resemblance to the (anti-)coordination game in Section 4.6.1. Agents are arranged
in a grid topology with the base station at the bottom. The shortest-hop routing
protocol requires messages to be forwarded only vertically towards the sink.

At the beginning of each frame, only nodes with an empty queue generate a
sensor measurement. Thus, nodes closer to the sink would take fewer measurements
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during learning. Each game is defined by the number of messages in the queue of
each agent. For example, in the first T learn rounds after deployment, (i.e. the first
repeated game, where F = 1) each node has at least one message. Agents attempt
to (de)synchronize in that slot, such that when a node transmits a message, its lower
hop neighbor listens, while other nodes in range stay silent. After T learn rounds, the
frame is extended to 2 slots. In the first slot agents perform their learned action
from last game, while in the second slot they apply their learning approach in order
to (anti-)coordinate. This frame, containing 2 slots, is repeated for T learn rounds,
followed by T learn frames of 3 slots and so on, until the frames contain Smax slots
and agents have learned an action at each slot (cf. Figure 5.2a).

To study this repeated (anti-)coordination problem, we apply once again our
Win-Stay Lose-probabilistic-Shift approach, described in Section 4.4.1. Each node
has three modes of operation, as outlined in Section 5.2.1.2 — transmit, listen and
sleep. According to the WSLpS approach, nodes keep successful actions and shift
with a certain probability if the action is not successful. Due to the constraints of
wireless communication, the payoff for action a is binary — success (pi(a) = 1) or
failure (pi(a) = 0), and is determined by the actions of other agents in the system, as
outlined in Table 5.1. Maximizing the throughput requires both proper transmission
as well as proper reception. Therefore, we treat the two positive rewards equally.
Furthermore, most radio chips require nearly the same energy for sending, receiv-
ing (or overhearing) and (idle) listening [Langendoen, 2008], making the last three
rewards equal. We consider these five events to be the most energy expensive or
latency crucial in wireless communication. Although a payoff of 0 means the action
performed resulted in failure, the payoff alone does not provide enough information
on what the best action might be. Conversely, a payoff of 1 indicates success for the
node (and its partner), but no information is given on the impact of the action on
other neighbors.

Note that the transmit action is only possible if the node has a message to
send. Moreover, while sleeping, the agent cannot receive any feedback from the
environment, since its radio is switched off. The agent is not aware whether its
action is successful or not, unless additional control messages from neighbors are
sent, which in turn introduces communication overhead. Therefore, during learning
in every last slot, the agent will never select the sleep action, but will only transmit
(if possible) and listen.

Each agent i will select action transmit with probability πi(transmit), depend-
ing on the previously selected action at that slot, its payoff pi and the number of
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action outcome payoff

transmit
ACK received 1
no ACK received 0

listen

DATA received 1
communication overheard 0
nothing received 0
several messages collided 0

Table 5.1: Payoffs depending on the outcome of the selected action.

messages mi in the queue of agent i:

πi(transmit)←


1, if transmit AND pi = 1 AND mi > 0
α, if pi = 0 AND mi > 0
0, if listen AND pi = 1 OR mi = 0

(5.1)

where α ∈ (0, 1) is the probabilistic component of WSLpS. A large transmit proba-
bility can ensure faster transmission, while a small α will decrease the chance of colli-
sions. Note that α behaves both as shift probability (when listening was not success-
ful) as well as keep probability (when transmission was not successful). The reason
for this “duality” is because nodes experience different games, according to their role
in the forwarding of messages. This concept will be further elaborated in Section 5.5.
Lastly, agent i will select listen with probability πi(listen) = 1− πi(transmit).

After T learn rounds, agents store their best (i.e. current) action for the last slot
of the frame in their wake-up schedule, while agents without a “winning” action
(i.e. if pi = 0) will use the sleep action for that slot instead. One game is played for
each slot of the frame, so that agents learn which actions to apply as part of their
periodic wake-up schedule. Gradually the frame becomes long enough to ensure that
all generated sensor measurements at the beginning of the frame have enough time
to be forwarded to the base station, before the new measurements are taken at the
beginning of the next frame.

In real-world WSNs, even if two nodes are synchronized for communication it can
happen that messages are occasionally dropped due to poor channel quality. In order
for WSLpS to operate in such settings, where the channel quality varies through
time, agents need memory in order to distinguish between occasional packet drops
and click drifts or depleted neighbors. We study WSLpS both in perfect channel
conditions, as well as in noisy environments, and report the results in Section 5.5.
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5.4.2 Real-time learning perspective

In the previous perspective we explore how efficient behavior can emerge when agents
play individual single-stage repeated games, similar to those studied in the literature
on coordination and anti-coordination. In the real-time perspective, in contrast,
we study how agents behave in the WSN scenario where they are involved in one
continuous multi-stage (anti-)coordination game. While in per-slot learning agents
learn in each slot independently of the next, in real-time learning agents adapt
their actions sequentially for each slot of the frame. The frame is set to F = Smax

slots from the beginning and agents learn in each slot for T learn rounds (or frames)
(cf. Figure 5.2b). Recall that frames capture the periodic behavior of nodes. As
messages are being periodically forwarded towards the sink, nodes use a learning
approach to adapt their actions to the traffic flow in the network, such that with
time, each node learns an energy-efficient wake-up schedule — one action for each
slot. To achieve the latter we propose DESYDE — DEcentralized SYnchornization
and DEsynchronization communication protocol (or learning algorithm).

DESYDE is a real-time version of our WSLpS approach from Section 5.4.1.
During a short learning phase, fixed by the user, agents always stay awake in order
to learn the quality of their actions. Thus, at each slot during the learning phase each
agent selects one of the two available actions — transmit and listen. Upon executing
action a, each agent i receives a binary payoff pi(s, a) from the environment based on
the outcome that occurred, as shown in Table 5.1. Note that each agent can select
only one action during a slot and that agents select their action synchronously.

We use Qi(s, a) to indicate the expected reward (or “quality”) of agent i taking
action a at slot s. At first, this value is initialized to 0 for Qi(s, transmit) and 1 for
Qi(s, listen). Upon executing action a at slot s, agent i updates its action quality,
based on the payoff it receives: Qi(s, a) ← pi(s, a). In this way Qi(s, a) represents
the latest payoff obtained at slot s for action a. This update scheme allows agents
to quickly find a good wake-up schedule, without necessarily looking for the optimal
solution, since learning in WSNs is costly. A sub-optimal solution, on the other
hand, might also be costly in terms of latency, but as we will see in Section 5.6 the
loss in latency is negligible.

The probabilistic component of DESYDE accounts for action exploration, and is
expressed by the channel contention window. Since collisions constitute the biggest
obstacle in the pursuit of low latency, typically MAC protocols employ a backoff
timer T that instructs the node when to transmit a packet. During learning, when
a node receives a message or obtains a measurement, it will generate a uniformly
random number t where 1 ≤ t ≤ Tmax represents the number of slots after which
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the node will attempt to transmit the packet. The node sets T = t and decrements
it every slot, such that when T = 0, the node will send its message. Thus the
parameter of DESYDE is the value Tmax ∈ [2, Smax], which is the maximum number
of slots for the backoff timer. Note that a window of at least 2 slots is necessary
to resolve collisions. A too low value of Tmax will result in more frequent collisions,
while a too high value will increase the latency of the system. During the learning
phase each agent i will select action a at slot s in the following way:

a←

 transmit, if Qi(s, transmit) = 1 OR T = 0
listen, if Qi(s, transmit) = 0

(5.2)

This behavior resembles a win-stay lose-shift strategy (cf. Section 2.3.3), where
agents repeat successful actions and avoid unsuccessful ones. In particular, at slot
s agent i will repeat action a only if it had a positive outcome at slot s in the
previous frame. Recall that frames capture the periodic behavior of nodes. How-
ever, using the probabilistic retransmission model, the strategy resembles more our
WSLpS approach. Thus, in every frame the agent repeats those actions that had
positive outcome in the previous frame, or probabilistically attempts to transmit.
For example, if Qi(s, transmit) = 1 for slot s, agent i will choose to transmit a packet
during slot s in the next frame (provided that it has a packet in its queue). As a
result, a payoff pi(s, transmit) will be generated and stored in Qi(s, transmit). If the
transmission at slot s in the following frame was acknowledged, Qi(s, transmit) will
remain 1 and the agent will repeat the same action next frame at slot s. Otherwise,
it will choose listen. In the same way the agent will select an action in every slot
within each frame.

Note that Q(s, listen) does not influence the choice of action during the learning
phase. This is because during learning agents always stay awake and thus select
listen even if both actions are unsuccessful. Only after the learning phase, the agent
selects sleep for all slots where neither listening nor transmitting is successful. Thus
after learning, the action a that agent i will select in slot s of the frame is:

a←


transmit, if Q(s, transmit) = 1
listen, if Q(s, listen) = 1
sleep, if Q(s, transmit) = Q(s, listen) = 0

(5.3)

Every agent learns a periodical wake-up schedule based on the outcome of its
actions. We therefore say that no explicit form of agent coordination is necessary to
achieve equilibrium. Instead, coordination “emerges” as a result of packet forwarding
and reasoning based on local interactions. We note that DESYDE makes use of the
ACKnowledgment control packet to determine the payoff of transmit. However,
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as we mentioned in Section 5.2.1.1, this packet is necessary for the proper and
reliable forwarding of messages and it is not introduced by the learning algorithm.
Moreover, DESYDE does not embed any additional information in packets, as do
other protocols, such as RL-MAC [Liu & Elhanany, 2006].

One drawback of DESYDE is that it requires nodes to stay awake during the
learning phase, which is set by the user. Due to the decentralized nature of the
(anti-)coordination problem, agents cannot determine when they have successfully
reached (de)synchronization. In the WSN domain, staying awake in order to learn
an efficient wake-up schedule is costly in terms of battery consumption. Although
the sufficient learning time depends on the network size, we determined empirically
that this learning duration is negligible compared to the lifetime of the network (cf
Section 5.6).

5.5 Results from per-slot learning

The aim of the per-slot learning is to explore the WSN setting from pure game-
theoretic perspective where agents are involved in sequential graphical games. Each
graphical game is modeled as a separate repeated (anti-)coordination game where
sensor nodes attempt to (de)synchronize their wake-up schedules at the last slot of
each frame, without modeling the underlying relation between slots (i.e. games).
We show that even without an explicit modeling of such a relation, near-optimal
wake-up schedules can emerge from decentralized interactions.

The WSN sequential graphical games are best studied in grid topologies. They
allow the routing algorithm to organize the network in a tree structure where nodes
in one routing branch of the tree need to coordinate in time, while at the same time
anti-coordinate from neighboring routing branches. Moreover, grid structures allow
for a more straightforward analysis of the solutions, compared to random or small-
world topologies. We apply WSLpS on nodes in 2-by-2 and 3-by-3 grid topologies
where the sink is placed at the bottom of the network, as shown in Figures 5.3a and
5.3b.

Agents learn in each last slot of the frame for T learn rounds, specified by the user.
This learning is repeated as the frame is gradually expanded up to Smax slots. The
overall performance indication of the learning outcome at the end of the learning
phase (i.e. when F = Smax) is the number of slots necessary for all messages to
be forwarded to the base station according to the wake-up schedule of each node.
This measure is known as the latency of the system and it also defines the minimum
period for the data collection round. Our measure of latency is the slot in which
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(a) 2-by-2 grid topology. (b) 3-by-3 grid topology.

Figure 5.3: Studied topologies.

the last message in the network is transmitted to the sink, according to the learned
wake-up schedule of each node.

Another important performance measure is the lifetime of the network, which is
defined as the duration between the deployment of the network and the first time
any node runs out of battery. Due to the properties of our learning algorithms, after
the learning phase, nodes will only become active if they can successfully forward a
message and sleep otherwise. As a result, each node learns the minimal duty cycle
that will allow the node to forward all (received) messages. For this reason we do
not explore the lifetime performance indicator. Note that for simplicity we ignore
here the realistic radio effects, such as the energy used for changing between modes.

5.5.1 Evaluation

As mentioned in Section 5.4.1 the parameter α of the algorithm defines the probabil-
ity with which the node will select transmit if its last selected action was unsuccessful
and the node has a message to send. The system parameter is T learn and defines the
number of rounds during which nodes will attempt to (anti-)coordinate in the last
slot of the frame. The action selected at the last round in each slot is the one that
will be stored in the respective slot of the node’s wake-up schedule.

We apply WSLpS in two grid topologies — one contains 4 nodes, arranged in
a 2-by-2 grid, and the other is a 3-by-3 grid with 9 nodes. We study the transmit
probability α of our approach and report the resulting latency of the network in the
number of slots necessary to forward all generated messages within the frame. Each
reported value is averaged over 1000 runs in MATLAB, which were sufficient to
obtain statistically significant results, as determined using a Mann-Whitney U-test
with α = 0.05. We set here the number of learning rounds per slot to T learn = 200
and the final data collection period to Smax = 20. These values result in a learning
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duration of T learn ·∑Smax

n=1 Sn = 200 · 210 = 42000 slots. With a typical slot length of
5ms (according to the IEEE 802.15.4 standard), the length of the learning duration is
thus around 3.5 minutes, which is negligible compared to the lifetime of the system.

Next, we measure the latency of the system and show the learned schedules
of nodes. We demonstrate the on-line learning performance investigate how
WSLpS handles real-world phenomena, such as clock drift, rerouting and packet
loss.

5.5.1.1 Latency
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Figure 5.4: Latency of the WSLpS approach in grid topologies for dif-
ferent values of the transmit probability α. Lower and upper error bars
show the 25th and 75th percentile, respectively.

Figure 5.4 shows the latency of the 2-by-2 and 3-by-3 grids, together with the
optimal latency computed for the corresponding grid. We see that the resulting
latency is close to optimal and that both networks achieve the lowest latency with
a small transmit probability. The reason for obtaining good results with small α
is twofold. According to table 5.1 listening nodes receive a payoff of 0 when they
overhear a packet, or detect several packets in the channel, while the payoff is 1
only if exactly one higher hop neighbor within range is transmitting. Thus, more
frequent transmissions increase the chance that listening nodes overhear or detect a
collision and therefore not reply with an ACK packet to any sending node. Secondly,
higher transmit probability drives more nodes to send measurements, which results
in fewer listening nodes and therefore more failed transmissions. A low transmit
probability, on the other hand, may result in idle listening (and thus a payoff of
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0) for listening nodes, but since the chance of shifting to transmit is also low, any
sending nodes have a higher probability of having a listening lower hop neighbor.
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(b) Percentage of runs resulting in the opti-
mal latency for different values of α.

Figure 5.5: Results from WSLpS in a 5-node line topology.

Thus in grid topologies the transmission probability needs to be low, so that
nodes avoid overhearing of horizontal neighbors. To illustrate this result we applied
WSLpS in a 5-node topology, where agents are arranged in a line, such that nodes
have no horizontal neighbors. We see in Figures 5.5a and 5.5b that the higher
the transmission probability, the closer the average latency is to the optimal one.
Nevertheless, a transmission probability of 1 increases the latency, since nodes will
always try to transmit if their previous action failed and thus only nodes with an
empty queue will listen.

Back to the grid topologies, we group in Figures 5.6a and 5.6b the runs accord-
ing to their resulting latency in each topology. We remind the reader that agents
optimize only their immediate payoffs and do not consider any long-term goals, due
to the constraints in wireless communication and the lack of informative feedback.
Still, we see that in the 4-node grid (Figure 5.6a), one third of the runs have the
optimal latency, while the runs in the 9-node network typically finish only 2 slots
later than the optimal. The latency in both topologies can be improved by increas-
ing the number of rounds T learn spent to learn in each slot. Of course, the larger the
number of rounds, the more costly the learning phase. Depending on the envisioned
application and requirements, the user can set T learn in accordance with the desired
network performance.
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(a) 2-by-2 grid topology.
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(b) 3-by-3 grid topology.

Figure 5.6: Percentage of runs resulting in the corresponding latency for
WSLpS with α = 0.01.

5.5.1.2 Schedules

For each grid topology we present in Figure 5.7 an example of the learned wake-
up schedules from a typical run of the WSLpS approach with transmit probability
α = 0.01. In Figure 5.7a we see the resulting schedules of nodes in the 2-by-2 grid
topology (with resulting latency of 5 slots), while in Figure 5.7b the schedules of the
3-by-3 topology are displayed (with resulting latency of 13 slots). We can observe
in both examples the following outcomes:

• Transmissions (black slots) are always synchronized vertically with listening
(gray slots) or with the sink.

• Slots for listening are always synchronized with vertical transmission slots and
desynchronized with horizontal ones.

• Nodes transmit as many times as they receive, plus an additional transmission
for their own message.

• Each node is active exactly for the slots necessary to forward all messages.

We see that leaf nodes are active for 1 slot, since each node generates one message
in a frame. Nodes on the next hop are active for one listening slot (to receive the
message of the upper neighbor) and two transmission slots (to send their own and
their neighbor’s message), and so on. Here we assume that neighboring nodes are
able to transmit at the same time, as long as they are outside the range of each other’s
communication partners. In reality, due to the radio effect known as “fading”, the
interference range of a transmission is larger than the actual communication range
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(a) Learned schedules in 2-by-2 grid topology. The schedules result in latency of 5
slots, which is the optimal one for this topology.
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(b) Learned schedules in 3-by-3 grid topology. The schedules result in latency of
13 slots, which is 2 slots more than the optimal one for this topology.

Figure 5.7: Examples of learned wake-up schedules from a typical run
in each topology using WSLpS with α = 0.01. Schedules are arranged
according to node position in the corresponding network (see Figures 5.3a
and 5.3b). The sink is at the bottom and is always listening.

and therefore neighboring nodes should not transmit at the same time to avoid
interference. In theory, WSLpS should be able to handle such realistic effects, since
neighboring transmitting nodes will not receive an ACK from their partners, due to
the interference from fading, and thus learn to desynchronize transmissions between
neighbors.

5.5.1.3 On-line performance

As mentioned earlier, nodes take care of the on-line learning performance by con-
stantly forwarding messages in the direction of the sink. In Figure 5.8 we display
the number of messages received by the sink per frame during learning, averaged
over 1000 runs in the 3-by-3 grid topology using per-slot learning. Recall that after
deployment the frame contains only one slot and every T learn = 200 repetitions the
frame is expanded by one slot (cf. Figure 5.2a). The sink can receive only one
message per slot and at most 9 messages per frame, since there are 9 nodes in the
network, each generating 1 message at the beginning of the frame. In the 3-by-3 grid
topology the minimum number of slots necessary to deliver all messages is 11. Thus
the upper bound in the figure shows the theoretical maximum number of messages
that the sink can receive within a frame. Note that this upper bound is loose and
can never be fully achieved, since in this topology messages from leaf nodes need at
least 3 time slots to reach the sink. Therefore the sink can never receive a message
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Figure 5.8: On-line performance during the learning phase, measured in
the number of messages that the sink receives per frame in a 3-by-3 grid
topology. Lower and upper error bars show the 25th and 75th percentile,
respectively. The upper bound indicates the limit on the possible number
of received messages, as the sink can receive at most one message per slot
and at most nine messages in a frame — one from each of the nine nodes
in the network.

at every slot in the frame for all frame sizes.

We do not analyze the on-line latency, as it cannot be correctly determined
due to the transient effect at the beginning of the learning phase. Instead, we
measure the ratio of delivered versus dropped messages during and after learning.
For simplicity we consider the worst case scenario where nodes have queue length
of 1, i.e. all nodes drop their undelivered messages at the end of each frame in
order to generate new ones at the beginning of the next. Thus, at the beginning
of each frame (regardless of size) there are 9 messages in the network. As in the
beginning of the learning phase the frame consists of only 1 slot, at least 8 messages
will have to be dropped; at least 7 messages will be dropped when the frame contains
2 slots, and so on. Figure 5.9 displays this cumulative delivery ratio for the first
70 minutes after deployment (or the first 8.2 · 105 slots), assuming a slot duration
of 5 milliseconds. We see that the graph asymptotically reaches a ratio of 1 and
that in the first one hour of runtime, already 90% of all generated messages since
deployment have reached the sink. Thus, although many messages are dropped in
the first 3.5 minutes of learning (up to the dashed line in the figure), this ratio is
negligible compared to the quality of the final solution in the long run.
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Figure 5.9: Cumulative ratio of delivered versus dropped messages in a
3-by-3 grid topology during and after the learning phase. The dashed line
indicates the end of the 3.5 minute learning phase at which point all nodes
start executing their learned schedules. The figure shows the worst case
scenario, where nodes have queue size of 1. Each node generates a message
at the beginning of each frame and drops all its undelivered messages at
the end of each frame.

5.5.1.4 Clock drift

So far we assumed perfect clock synchronization where all nodes count slots equally.
However, in reality, internal clocks may speed up or slow down relative to the clocks
of other nodes, leading to different notions of time. Although the amount of clock
drift is small compared to the size of a slot, this drift may accumulate and over
time shift the learned schedule one slot sooner or later. As WSLpS relies on fixed
behavior after learning, once a drift builds up in a node to cause disturbance on the
schedules of neighboring nodes, the learning phases of all affected nodes need to be
restarted, so that nodes adapt to the new time. Each node will restart its learning
phase of 3.5 minutes once it detects that its schedule is no longer good, i.e. if the
node experiences collisions, unsuccessful transmissions, etc.

We show in Figure 5.10a the learned schedule of nodes in a 3-by-3 grid topology,
which results in a latency of 15 slots. At a certain point in time we simulate that
the clock drift of the middle node has accumulated, such that its learned schedule
is delayed with one slot, as shown in Figure 5.10b, compared to the schedules of the
other nodes in the network. The first node to detect this problem is its parent — the
bottom middle node. At slot 4 the latter node expects to receive data, but listens idly
to the channel. At slot 5 the middle node itself and its child — the top middle node,
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(a) Learned schedules.

1 5 10 15 20
Slots

1 5 10 15 20
Slots

1 5 10 15 20
Slots

 

 

transmit
listen
sleep

(b) The clock of the middle node is late, causing its learned schedule to drift one
slot to the right with respect to the schedules of the other nodes, which remain the
same.
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(c) Re-learned schedules after each node has detected the problem in the previous
schedule.

Figure 5.10: Demonstrating re-learning of schedules after clock drift in
a typical run in the 3-by-3 grid topology using WSLpS with α = 0.01.
Schedules are arranged according to node position in the network (see
Figure 5.3b). The sink is at the bottom and is always listening.

both experience unsuccessful transmissions. Analogously, these problems propagate
to all other nodes in the network. After a number of consequent failures to transmit
or receive, each node determines that the problems occur too often to be caused by
occasional packet loss, and are therefore due to clock drift. Each node restarts its
learning phase of 3.5 minutes whenever it supposes that clock drift has occurred.
Although not all nodes start learning at the same time, the learning phase is long
enough to allow all nodes to find a good schedule. The learning phase is similar to
the initial one after deployment, except that q-values are initialized to the current
schedule and not all to listen, as in the beginning. Moreover, the frame length is
not restarted and remains Smax slots. Nodes still learn one slot at a time for T learn

rounds before learning in the next slot, while in the rest of the frame they repeat
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the (previously) learned actions. Note that frame boundaries need not coincide for
all nodes. Agents will learn a schedule relative to the actions of others, regardless
when the frame starts or ends. We show in Figure 5.10c the newly learned schedules
after the clock drift of the middle node has caused all nodes to restart their learning
phases. Since learning is restarted from the last learned schedule (and not from
scratch), actions that are not in conflict with others have a high chance to remain
the same. We see that the schedules of the three leftmost nodes remain the same in
the first 5 slots as before the new learning phase, while the schedules of the three
rightmost nodes is the same only in the first two slots. Restarting from the last
learned schedule results in a better on-line performance during each learning phase,
as nodes are able to successfully deliver more messages to the sink. Moreover, the
newly learned schedule in Figure 5.10c has a latency of 11, which is the optimal
latency.

5.5.1.5 Rerouting

Another potential problem in WSN communication, besides clock drift, is when a
node is damaged or runs out of battery. In that case the routing protocol needs to
build a new routing tree in order to redirect the network traffic around the depleted
node. Note that in this thesis we are not concerned with routing algorithms and
simply assume that the rerouting takes care that all nodes have a path to the sink.
As a result of the new routing tree, the schedules of nodes may change according to
the (new) traffic rate.

We show in Figure 5.11b an example of a learned schedule in the 3-by-3 grid
topology when all nodes are functioning, as depicted in Figure 5.11a. We then
simulate that the middle left node (or node D) runs out of battery and becomes
disconnected from the network (see Figure 5.11c). After a number of consecutive
failed transmissions and receptions, nodes A and G detect that their schedule is
no longer good and restart their learning phase, as they did after a clock drift in
Section 5.5.1.4. Note that the nodes are not aware that their neighbor, node D
has run out of battery. The restart of the learning triggers other nodes to initiate
their learning phase. During learning, the shortest-hop routing protocol re-builds
the routing tree, which leaves node A at hop 4, since its only neighbor is node B,
who is at hop 3. As a result, shown in Figure 5.11d, nodes B, E and H need to
forward an additional packet every frame, that of agent A. Node G, on the other
hand, becomes a leaf node and therefore needs to forward only its own message to
the sink. Lastly, nodes C, F and I experience the same traffic rate as before, but
learn a new schedule as a result of the interfering communications of their neighbors.
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(a) Topology with all
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(b) Learned schedules.

(c) Topology after
node D runs out of
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(d) Re-learned schedules as a result of rerouting.

Figure 5.11: Demonstrating re-learning of schedules after a node runs
out of battery in a typical run in the 3-by-3 grid topology using WSLpS
with α = 0.01. The depleted node is disconnected from the network and
the shortest-hop routing scheme selects B as the parent of A, who is
now at hop 4. Schedules are arranged according to node position in the
network. The sink is at the bottom and is always listening.

In summary, the depletion of node D triggered a re-learning phase that propagated
through the network. As a result of the new routing tree, nodes learned a new
schedule according to the traffic rate they experience.

5.5.1.6 Packet loss

Lastly, we investigate the effect of noisy communication on the performance of the
system. So far in this chapter we assumed perfect communication and let nodes
probabilistically shift their action upon every conflict. However, in a noisy WSN
environment even if agents are properly synchronized for communication, packets
may occasionally get dropped. Therefore agents should not always consider occa-
sional packet losses as conflicts and re-learn their schedules. Unfortunately, with no
memory, agents are unable to distinguish between a dropped message due to packet
loss and failed communication as a result of conflicting schedules (e.g. due to clock
drift).
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In Sections 5.5.1.4 and 5.5.1.5 we required that agents wait for a number of
consecutive observations of the same conflict, in order to rule out packet loss as the
cause of the disturbance. Here we elaborate on this topic and discuss how WSLpS
can be modified to function in noisy environments. In particular, we extend the
memory of each agent i to contain a window of the last Wi payoffs pti, obtained
at time steps {t −Wi + 1, . . . , t}, in order to recognize if only few of the last Wi

actions were unsuccessful, or all of them. In this way agents ignore any occasional
unsuccessful actions and treat them as if they were successful, as long as∑Wi

t=1 p
t
i > 0.

Messages from unsuccessful transmissions remain in the queue of agents. If all last
Wi actions failed, i.e.

∑Wi
t=1 p

t
i = 0, only then will the agent probabilistically shift its

unsuccessful action. Thus, we modify policy 5.1 to account for the last Wi payoffs,
instead of only the last one. The length of this payoff window should be large enough
to skip any occasional packet losses, and yet small enough to converge quickly to a
good solution. Moreover, the window should not be the same for all agents, so that
there is a chance that an agent, who restarts learning, quickly resolves a conflict
before its partner restarts its learning phase. AlthoughWi affects the overall system
performance, we will not study extensively this parameter, but use a good range
that we determined empirically. Thus, we set the window length Wi of each agent i
to a uniformly random number between 5 and 10 last payoffs.
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Figure 5.12: Cumulative ratio of delivered versus dropped messages in
a 3-by-3 grid topology during and after the learning phase for different
packet loss rates. The black dashed line indicates the end of the 3.5 minute
learning phase at which point all nodes start executing their learned sched-
ules. The figure shows the worst case scenario, where nodes have queue
size of 1. Each node generates a message at the beginning of each frame
and drops all its undelivered messages at the end of each frame.



5.5. Results from per-slot learning 151

Each agent i will select action transmit with probability πi(transmit), depending
on the previously selected action at that slot, the lastWi payoffs pti, and the number
of messages mi in the queue of agent i:

πi(transmit)←


1, if transmit AND ∑Wi

t=1 p
t
i > 0 AND mi > 0

α, if ∑Wi
t=1 p

t
i = 0 AND mi > 0

0, if listen AND ∑Wi
t=1 p

t
i > 0 OR mi = 0

(5.4)

where α ∈ (0, 1) is the probabilistic component of WSLpS. We show in Figure 5.12
the delivery ratio of WSLpS up to 20% packet loss. For every 5% packet loss we
see 10% drop in the delivery ratio, since in not all sample runs agents are able to
find a good schedule for a frame length of 20 slots. We show in Figure 5.13 the
learned schedule of nodes for a packet loss rate of 10%. As dropped messages need
to be retransmitted at a later slot, the resulting schedule in the figure has a higher
latency of 19 slots. Thus, in noisy environments, the frame length needs to be long
enough to ensure that agents will deliver all their messages to the sink. Further
analysis needs to be performed to determine the size of the frame and the length of
the payoff window.
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Figure 5.13: Learned schedules in 3-by-3 grid topology with 10% packet
loss. The schedules result in latency of 19 slots. Schedules are arranged
according to node position in the network. The sink is at the bottom and
is always listening.

5.5.2 Discussion

An intriguing aspect of the (anti-)coordination problem in WSNs is that nodes ex-
perience different games, according to their role in the forwarding of messages. The
game that transmitters experience has characteristics of pairwise pure coordination
games from Chapter 3 (Section 3.4). A nodeA deciding to forward a message selects
only one other node B as the intended receiver and attempts to form an implicit
coalition with B by trying to send a message. The transmitter obtains a payoff of
1 only if B has chosen to belong to the same coalition, i.e. if B decides to help
A in forwarding its message. In contrast, the game that listening nodes experience
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bares resemblance to the multi-player (anti-)coordination games of Chapter 4 (Sec-
tion 4.6). A listening node has to both coordinate with a transmitter and at the
same time anti-coordinate with all other nodes in range. For these reasons the trans-
mit probability α behaves both as keep probability (after unsuccessful transmission)
and as shift probability (after unsuccessful listening). Thus the (de)synchronization
problem in WSNs is certainly challenging and combines aspects of all games we
studied so far.

Here we would like to shortly depart from the WSN domain and discuss how
WSLpS can be applied in other domains. In particular, we are interested in traffic
light control problems since they fit well in the topic of this dissertation. In fact,
traffic light control problems to a certain extend resemble coordination problems
in peer to peer communication networks, such as load balancing and throughput
optimization. A traffic light system in a city can be regarded as a multi-agent
system where central control is costly both in terms of infrastructure maintenance
(connecting all traffic lights to a central system) and in computational resources. The
complexity and costs of such a system can be reduced by addressing the problem
from a decentralized perspective where individual traffic lights are represented by
decision-making agents with no global knowledge. The challenge then is to enable
the decentralized coordination between agents, based on the traffic flow of vehicles.
The aim is to optimize the global traffic throughput, minimize waiting times and
certainly avoid traffic accidents (or collisions), caused by conflicting light signals.
The latter requirement once more illustrates the importance of having the whole
system converge to a good solution, rather than only 90% of the agents. Similarly
to WSNs, the dependence between games at different light cycles (or time slots)
is determined by the vehicle flow. However, contrary to WSNs, individual traffic
lights interact indirectly via this traffic flow — a green signal at one intersection
will send vehicles towards the traffic light at the next intersection. The payoff from
each interaction can be measured by the local throughput and waiting (or queuing)
times at each agent. The action space consists in selecting durations for both red
and green signals, analogous to the sleep and awake times in WSNs. However, here
red and green light durations are contiguous periods, while in WSNs the sleep and
awake times may be scattered in the frame. Each agent needs to synchronize its
activities with some lights, in order to propagate more vehicles, and at the same time
desynchronize with other lights in order to avoid accidents or traffic jams. Moreover,
since traffic flow patterns change at different times of the day, agents need to learn
over larger time windows.
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5.6 Results from real-time learning
Recall that the main purpose of our research is to study decentralized approaches
that make agents (anti-)coordinate and achieve good collective performance impos-
ing minimal system requirements and overhead. The real-time protocol that we
propose helps highly constrained wireless nodes achieve (de)synchronization in a
decentralized manner with limited feedback. We stress that it is not our aim here
to propose out-of-the-box MAC protocols that are robust against all WSN settings
and traffic conditions. In other words we focus on addressing the (anti-)coordina-
tion problem in WSNs, rather than on designing a MAC protocol for ad-hoc WSNs.
With the experiments below we illustrate the importance of (de)synchronization,
as opposed to implementing MAC protocols that achieve pure synchronization. We
present here a revised version of the results from DESYDE, published in Mihaylov
et al. [2011a].

We evaluate the performance of our learning approach in networks of different size
and topology. Each network is run for 3600 seconds in the OMNeT++ simulator3

and results are averaged over 30 runs. This network runtime was sufficiently long to
eliminate any initial transient effects. To illustrate the performance of the system
at high data rates, we set the data sampling period of nodes to one message every
10 seconds, which is long enough for all messages to reach the sink between two
data samplings. Frames have the same length as the sampling period and were
divided in F = 2000 slots of 5 milliseconds each. The duration of the slot was
chosen such that only one DATA packet can be sent and acknowledged within that
time. All hardware-specific parameters, such as transmission power, bit rate, etc.,
were set according to the data sheet of our radio chip — CC2420. In addition, we
chose the protocol-specific parameters, such as packet header length and number of
retransmission retries as specified in the IEEE 802.15.4 standard [Gutierrez et al.,
2002].

To address the latency issues of synchronized wake-up protocols, such as S-MAC
[Ye et al., 2004], Lu et al. [2004] propose D-MAC, which employs a staggered wake-
up schedule to enable continuous data forwarding on the multi-hop path. Instead
of having all nodes synchronized at the beginning of the frame, D-MAC schedules
the radio activity of sensor nodes in such a way that only pairs of vertical neighbors
in the routing tree synchronize their radio transmission/reception slots. While this
strategy appears at first sight to offer significant benefits over traditional S-MAC,
it only performs well if nodes are arranged in a line topology. Indeed, whenever
the routing tree contains several branches, horizontal neighbors wake at the same

3 A C++ simulation library and framework, primarily for building network simulators.
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time and may interfere, causing packet losses, and possibly important delays (once
a transmission fails in D-MAC, the packet is queued until the next frame). In
addition to staggering the duty cycles, D-MAC adjusts the length of the active
period according to the traffic load in the network.

5.6.1 Evaluation

We compare the performance of our DESYDE protocol to D-MAC in order to de-
termine whether synchronous staggering the adaptive duty cycles across hops is an
efficient strategy to improve latency, as opposed to (de)synchronization. In addition,
we present the case where all nodes remain active in all frames and never switch off
their radio transmitter (called ALL-ON for short). The latter behavior serves only
as a benchmark in terms of end-to-end latency, because the energy consumption
of this protocol renders it impractical for real-world scenarios. Since nodes have a
duty cycle of 100%, packets will not experience any sleep latency and will be quickly
forwarded to the sink.

Experiments are carried out in three networks of different size and topology —
a 4-hop line, a 16-node (4-by-4) grid topology and one with 50 nodes scattered ran-
domly with an average of 5 neighbors per node. The first topology requires nodes to
synchronize in order to successfully forward messages to the sink. The second topol-
ogy illustrates the importance of combining synchronization and desynchronization,
as neither one of the two behaviors alone is an efficient strategy. The random topol-
ogy shows the scalability of our approach to larger networks where the topology is
not known a priori. As in all other experiments we presented, in our simulations we
use a shortest path routing scheme that creates a static routing tree.

D-MAC copes with latency issues by “staggering” the wake-up cycles of nodes
according to their hop distance to the sink. In other words, all nodes that lie at the
same distance from the sink are synchronized to wake up at the same time and send
a packet to their parents, who wake up at the slot just after their children. The
length of the active period (or duty cycle) of each node under D-MAC is dependent
on its traffic load (i.e. its position in the data gathering tree), as it is the case with
our learning approach DESYDE.

As explained in Section 5.4.2, we attempt to reduce collisions by letting each
node contend for the channel for uniform random number of slots within a fixed
contention window of size Tmax. D-MAC uses the same principle of contention to
resolve conflicts. We therefore present the performance of D-MAC and DESYDE
for different contention window sizes. According to the specifications of D-MAC, we
define the size of its contention window in terms of the duration of a DATA packet.
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The design of DESYDE, however, requires us to set the contention window as a
factor of the slot length instead (which is a DATA packet + an acknowledgment).
We use the latter setting in ALL-ON as well. Since the difference between the two
contention windows is negligible, we use the same horizontal axis in Figure 5.14 to
plot the performance of both protocols.

In Figure 5.14 we see that in all three topologies DESYDE outperforms D-MAC
in terms of energy consumption, for all contention window sizes. Due to the “win-
stay lose-probabilistic-shift” behavior of DESYDE, our learning approach is not
significantly influenced by the contention window size, since contention is used only
during the learning phase. Each node, thereafter, learns to transmit in a different
time slot within the frame and thus contention for the channel is not necessary
under constant traffic pattern. Nodes under D-MAC, however, always wake up for
one listen and one transmit slot, regardless of the node position in the network.
A disadvantage is that leaf nodes still listen for one slot, when they need not,
while all other nodes need to hold an additional listen + transmit slot for every
packet they generate. The energy consumption of D-MAC is therefore higher than
the one of DESYDE for each topology. Moreover, according to specifications, the
active period of D-MAC includes the time for channel contention. Therefore its
battery consumption increases with the size of the contention window. Due to the
adaptiveness of the active period of D-MAC to the traffic conditions, we noticed
that a contention window larger than 6 DATA packets requires nodes to hold an
additional active slot, resulting in nearly 2/3 times more energy.

Lastly, we discuss the difference between ALL-ON, DESYDE and D-MAC in
terms of the end-to-end latency averaged over 30 random topologies, each consisting
of 50 nodes. Figure 5.14f compares the three protocols for different contention
windows. One can notice that DESYDE once again outperforms D-MAC. DESYDE
enables nodes to both synchronize with their parents and desynchronize with their
horizontal neighbors. In the shortest path routing scheme that we employ, all nodes
that lie on the same hop belong to different branches of the routing tree. In D-
MAC, however, all those nodes wake up at the same time and therefore cause radio
interferences, followed by packet retransmissions. Intuitively, latency under D-MAC
decreases for larger contention windows, but nodes still require more than one active
period to deliver all their packets. DESYDE, on the other hand, has comparable
latency to ALL-ON, where nodes never switch off their antenna and therefore packets
incur no sleep delay. While ALL-ON requires 100% duty cycle, DESYDE is able to
achieve comparable latency with only 0.8% average active time within a frame.
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(a) Energy consumption in the line.
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(b) End-to-end latency in the line.
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(c) Energy consumption in the grid.
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(d) End-to-end latency in the grid.
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(e) Energy consumption in the random.
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(f) End-to-end latency in the random.

Figure 5.14: Performance of protocols in all three topologies for different
values of the maximum backoff Tmax. Error bars show standard deviation.
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5.6.2 Discussion

The above experimental results illustrate that DESYDE is able to significantly
improve the performance of a data collection task in wireless sensor networks by
(de)synchronizing schedules in a decentralized manner. The two main metrics con-
sidered are the latency and the energy consumption. For both metrics, large gains
could be observed, over a wide range of networking parameters. These results were
particularly remarkable for large and random topologies. The main reason is that
DESYDE relies on a learning strategy which can adapt to complex topologies and
dense traffic patterns.

The win-stay lose-probabilistic-shift strategy which underlies DESYDE is a key
aspect of the proposed approach. Several research directions can be pursued in order
to further improve its performance. First, an advantage of the WSLpS is that it
provides a way to reduce the exploration space and to accelerate the convergence of
the learning stage. A direct drawback of this “aggressive” exploration is that more
efficient solutions to the coordination of sensor nodes may be too quickly discarded.
One of the research axes we plan to focus on consists in relying on “smoother”
updating rules for the quality values of the actions. This could be done by using a
learning factor which keeps tracks of past rewards during the learning process. In
addition, coordinated exploration techniques can be applied to find more efficient
schedules [Verbeeck, 2004].

A second important parameter is the convergence time of the learning process.
We observed in all our experiments that this time is in practice very short, in the
order of a few data collection rounds (or frames). Markov chain analysis can be
performed on DESYDE, similar to the one carried out in Section 3.6.2, in order to
study the convergence properties of learning. Unfortunately, network convergence
does not seem to be detectable by individual agents without all nodes exchanging
information about their state, which would be energy costly.

We assumed, as do most protocols which fall in the synchronous wake-up cat-
egory, that the traffic patterns and the network topology are stationary for every
run. As suggested earlier, DESYDE is not robust to topology changes, or to vari-
ations in the data collection rate. The common solutions to these issues is to rely
on periodic checks concerning the amount of dropped packets, or queue sizes on the
sensor nodes, and to restart the coordination of the nodes if necessary. Due to the
short learning phase, DESYDE is able to quickly re-adjust the wake-up schedules of
nodes after such changes in the network occur.

We also assumed a static routing protocol and focused on the wake-up scheduling
problem, where each node needs to decide whether it should transmit, listen or
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sleep at each time slot. DESYDE can naturally be extended to learn not only
the scheduling, but also the routing tree of the network, based on the traffic flow.
Each node can keep and update a pair of Q-values (one for transmit and one for
listen) but now for each neighbor. Thus, upon successful communication with a
given neighbor, the node will keep its action (e.g. transmit to neighbor 2) and
otherwise with probability α will select a different neighbor and action at random.
This behavior will ultimately extend the learning phase due to the larger action set
of nodes. Nevertheless, it will allow the routing scheme to distribute the traffic flow
more evenly across the network, as neighbors with high traffic rates will likely reject
packets from new parents. In addition to routing and scheduling, DESYDE can
also be extended to function in a multi-channel setting. In Phung et al. [2012] we
use an approach similar to WSLpS and DESYDE and combine wake-up scheduling
with route selection in order to increase the number of parallel transmissions in a
multi-channel WSN. We demonstrate how our approach outperforms McMAC, a
state-of-the-art parallel rendez-vous protocol, in terms of throughput and latency.

5.7 Conclusions

Synchronous wake-up protocols allow users to greatly reduce the duty cycle of wire-
less sensor nodes in a periodical monitoring task. We highlighted in this chapter,
however, that they suffer from potential high latency and energy waste due to radio
interferences and packet collisions. These deficiencies stem from the fact that neigh-
boring sensor nodes need to synchronize their activities within their own routing
branch, and at the same time desynchronize with nodes on other branches. More-
over, the decentralized nature of WSN communication and the constraints arising
from the limited resources of sensor nodes make the (de)synchronization problem
challenging.

To answer our research question Q3, we explored the WSN (de)synchronization
problem from two perspectives. We studied agent coordination as a sequence of re-
peated singe-stage (anti-)coordination games in per-slot learning, as well as from the
perspective of the resulting multi-stage game in real-time learning. Our proposed
protocols address the WSN (anti-)coordination challenge, also shown in Example 12,
in a decentralized manner, while imposing minimal system requirements and over-
head. As a result, our approach makes it possible that (anti-)coordination emerges
in time rather than is agreed upon. We applied our win-stay lose-probabilistic-
shift approach in the per-slot perspective to study how individual agents can (anti-)
coordinate without explicitly modeling the relation between slots. Due to the com-
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parable quality of the final schedules in the two perspectives, we conclude that there
is only a weak relation between the games at the different time slots. Nevertheless,
this relation ultimately influences the overall system latency.

The core of DESYDE is based on the win-stay lose-probabilistic-shift approach,
but is applied in the real-time perspective. It lets nodes individually desyde [sic]
on their actions and thus quickly converge to an efficient wake-up scheme with no
additional communication overhead. In this way, by introducing DESYDE, we are
able to answer the question presented in Example 12.

Although optimization of long-term behavior will certainly improve network per-
formance, nodes have insufficient information to consider the global long-term goals
of the system. Our approaches are well-suited for myopic agents, who only opti-
mize the immediate payoffs of their actions, but nevertheless achieve near-optimal
performance. Still, one could explore the trade-off between the cost of information
sharing and the quality of the final solution when considering long-term behavior. In
addition, other routing protocols can be investigated, along with contention-based
schemes and multiple (mobile) sinks.





Chapter 6

Conclusions and outlook

In this thesis we investigated the following problem, which served as the main mo-
tivation for our research: How can the designer of a decentralized system,
imposing minimal system requirements and overhead, enable the efficient
coordination of highly constrained agents, based only on local interactions
and incomplete knowledge? We focused on decentralized systems with complex
design objectives, beyond the capabilities of individual agents and designed an ap-
proach that allows these agents to efficiently coordinate in a decentralized manner.
In this chapter we summarize how we addressed this problem and the underlying
research questions.

Our work on decentralized coordination has been inspired mainly by the chal-
lenging domain of wireless sensor networks (WSNs). WSNs are an example of a
decentralized system with complex objectives, but no central authority to compute
a global solution. Agents (or sensor nodes) are fully cooperative, but also highly con-
strained with limited computational resources and restricted communication range.
Moreover, agents interact with only small portion of the population and have no
global knowledge. They receive a limited feedback signal and see only the outcome
of their own actions. Although our focus is mainly on WSNs, other decentralized
systems, such as fleets of robot vehicles or swarms of picosatellites, possess similar
characteristics. All these systems require the efficient decentralized coordination
between individual agents.

The WSN problem in particular requires agents to synchronize with some nodes,
in order to improve message throughput, and at the same time desynchronize with
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others, in order to reduce communication interference. We refer to this type of
coordination as (de)synchronization, or (anti-)coordination in time. Throughout
this thesis we analyzed the (anti-)coordination problem by studying its two building
blocks separately — pure coordination (Chapter 3) and pure anti-coordination, as
well as the combined problem of coordination and anti-coordination (Chapter 4).
We then studied the full problem of (anti-)coordination in time, as seen in the WSN
domain (Chapter 5). Here we summarize our findings and draw conclusions on the
obtained results.

6.1 Summary and conclusions
Our research in Chapter 3 was guided by the following question:

Q1: How can conventions emerge in a decentralized manner in pure coordination
games?

We studied the problem of convention emergence in pure coordination games and
surveyed the related literature. We proposed a simple decentralized approach for fast
on-line convention emergence, called Win-Stay Lose-probabilistic-Shift (WSLpS). It
is based on the reinforcement learning (RL) framework and allows for a whole spec-
trum of strategies, two of which are the well-known strategies from game theory —
Win-Stay Lose-Shift (WSLS) and Win-Stay Lose-Randomize (WSLR). We showed
that WSLpS outperforms WSLS and WSLR. Within only a short number of time
steps, agents involved in a repeated pure coordination game are able to reach a
mutually beneficial outcome on-line based on only local interactions and limited
feedback, and without a central mediator. We analytically studied the properties of
our approach using the theory of Markov chains and proved its convergence in pure
coordination games. Moreover, we laid out our analysis in such a way that it can
be extended to other game types in a relatively straightforward manner.

We also investigated empirically the behavior of players in different topological
configurations and concluded that densely connected agents reach a convention on
average faster than agents in sparser networks. Another finding is that conventions
emerge faster when agents have a large probability to change their action upon
conflict. An interesting result is that information on the actions of others does not
always lead to significant improvements and that observation of neighbors’ actions,
though informative, is only useful in dense networks.

In Chapter 4 we posed the following question:

Q2: How can agents achieve pure anti-coordination in a decentralized manner in
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dispersion games?

We studied the problem of pure anti-coordination and the combined problem of co-
ordination and anti-coordination in single-stage dispersion games. We showed that
a simple approach like WSLpS is able to make agents in different configurations
quickly self-organize with no history of past plays and based only on local interac-
tions with limited feedback. We surveyed the literature on anti-coordination games
and described the details of several algorithms that bare resemblance to WSLpS.
Our empirical results indicate that WSLpS performs at least comparable to simi-
lar algorithms, but it can be applied in a wide range of scenarios, in which other,
sometimes more complex algorithms are not suitable.

We also illustrated the relationship between the convergence time of agents in
pure coordination and pure anti-coordination games, as well as in the combined
(anti-)coordination game. We argued that the former two game types are inherently
related and that the goal of agents in both games is the same — learning to select
the appropriate actions, in order to avoid conflicts. Thus from the point of view of
individual agents, the two games differ only in the way the payoff signal is defined.
Nevertheless, there is an important difference for the system designer, concerning
the learning duration. We saw that solutions always exist in convention games and
that their number increases linearly in the number of actions. However, convergence
time of agents increases exponentially in the number of actions. Provided solutions
exist, dispersion games, on the other hand, converge much faster, but their fea-
sibility depends on the topology and the number of actions. Lastly, we saw that
the convergence time of (anti-)coordination games, which require equal amount of
coordination and anti-coordination, is much closer to that of pure anti-coordination
(i.e. faster), than to pure coordination.

Finally, in Chapter 5 we studied the problem of (anti-)coordination in time,
guided by the following question:

Q3: How can highly constrained sensor nodes organize their communication sched-
ules in a decentralized manner in a wireless sensor network?

We explored how the (anti-)coordination problem maps to the WSN problem of
(de)synchronization. We studied the latter problem from two perspectives: as one
multi-stage (anti-)coordination game in time, and as a sequence of repeated single-
stage graphical games at different time intervals. Each time interval is dependent
on the previous one in the sequence as a result of the message forwarding task. We
observed that although from the latter perspective agents do not explicitly model the
relation between time slots, we obtained comparable end results with the multi-stage
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learning. We therefore conclude that there is only weak dependence between the
interactions at different time slots, which however influence the end-to-end latency
of the system. Since agents have no global information, they cannot model this
long-term effect on the system performance. Myopic agents, therefore, proved well-
suited for this learning scenario, as they were able to achieve near-optimal results
at negligible learning costs. Since optimization of long-term goals is non-trivial and
costly in WSNs, we demonstrated that maximizing immediate payoffs still results in
near-optimal behavior. Moreover, the short learning duration allows myopic agents
to quickly adapt to changes in the environment.

We studied how WSLpS can be used by computationally bounded sensor nodes
to organize their communication schedules in an energy-efficient decentralized man-
ner. We investigated the performance of WSLpS both in perfect channel conditions,
as well as in noisy environments. We proposed an adaptive communication protocol
for real-time learning. The DEcentralized SYnchronization and DEsynchronization
protocol (DESYDE) is based on our simple WSLpS approach and lets nodes quickly
converge to an efficient wake-up scheme with no additional communication over-
head. As a result of our simple protocol, (anti-)coordination emerges in time rather
than is agreed upon. Due to the high communication costs in WSNs, using our
protocol agents are able to quickly find good solutions, without necessarily looking
for the optimal ones. We compared DESYDE against D-MAC, a representative
synchronization protocol in literature and demonstrated the importance of (anti-)
coordination in WSNs, as opposed to pure coordination and pure anti-coordination.

We believe in this dissertation we adequately addressed our problem statement
and the three related research questions. We motivated the need for decentralized
coordination in the challenging domain of wireless sensor networks. We then devel-
oped a simple decentralized approach, called win-stay lose-probabilistic-shift, that
allows the highly constrained sensor nodes to efficiently coordinate their behavior
and thus achieve their complex design objectives. WSLpS requires no history of past
interactions and imposes minimal system requirements due to its low computational
complexity. Agents are able to efficiently coordinate without additional communica-
tion overhead and with no sharing of local information. Moreover, WSLpS features
a short learning phase, reducing the high learning costs in WSNs. Due to the lack
of global knowledge, individual agents cannot determine that a final solution has
been reached. Nevertheless, an advantage of WSLpS is that global solutions are ab-
sorbing states of the resulting Markov chain and therefore agents, once converged,
never leave a favorable outcome. If changes occur in the environment of agents, e.g.
a sensor node runs out of energy, agents can quickly converge to a new favorable
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state. Using WSLpS our highly constrained agents are able to efficiently coordinate
their behavior in a decentralized manner and achieve their design objectives.

6.2 Directions for future research

In closing, we list here some directions that can be taken to extend the research
presented in this dissertation.

One research topic that can be addressed is the structure of the underlying game
topology. We studied agent interactions and convergence times in static networks,
which are suitable to model, for example, agents in the smart grid, or wireless nodes
in a field. Agents do not change their position and thus their neighborhood remains
fixed. We also demonstrated that our approach can still adapt if a node runs out of
energy or causes disturbance on neighboring nodes. In other real-world scenarios,
however, the network topology is dynamic, such as agents in mobile computing or
fleets of robot vehicles. One needs to study the relationship between, for exam-
ple, the convergence times of agents and the rewiring mechanism. In addition, we
explored (anti-)coordination games that involve equal amount of coordination and
anti-coordination. These settings can be further studied in other proportions (e.g.
90% anti-cordination and 10% coordination) in order to find a more general relation-
ship between the latter two game types and their influence on (anti-)coordination
games.

We studied networks of fully cooperative agents, since they are all part of the
same system, owned by the user. This research can be extended to explore the
impact of private information and self-interest on the decentralized coordination
problem. In some scenarios agents may belong to different users and serve different
goals, thus one can apply mechanism design techniques to achieve efficient coordi-
nation between self-interested agents. Another interesting research perspective is a
study on the evolution and dynamics of coordination and anti-coordination in this
context.

As identified earlier, our methodology has a close relationship with the dis-
tributed constraint optimization framework and the related problem of graph col-
oring. A future line of work is the study of this relationship and how well DCOP
problems map to the problem of decentralized (anti-)coordination. Also, to what
extend can WSLpS be applied in graph coloring problems and how algorithms for
graph coloring can be used by individual agents to (anti-)coordinate.

Lastly, since the source of our inspiration is WSNs we will list here some the
directions for future work in the context of WSNs:
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• We implemented myopic agents due to the cost of sharing information with
others. One could explore in more detail the trade-off between this cost and
the quality of the final solution when considering long-term behavior.

• We assumed static routing protocol and a single sink, which are suitable in
environmental monitoring applications. Different scenarios can be explored,
involving multiple (mobile) sinks and more dynamic routing schemes.

• When new nodes are added to the system, in theory, our approach will let
them, as well as surrounding nodes, learn a new schedule. One can study
the use of transfer learning techniques where surrounding nodes transfer their
schedules to the new node in order to speed up the learning process.

• Although we used a state-of-the-art WSN simulator, it cannot fully capture
the effect of real-world phenomena. Therefore, an actual deployment needs
to be performed on real testbeds to gain insights into the actual coordination
challenge of nodes.

In all games we studied synchronous updates, where agents interact with their
neighbor(s) and then all agents simultaneously update their action. This is in-
deed the case in scheduling based protocols in WSNs, where slot boundaries are
aligned, such that agents have a similar notion of time. One can study the appli-
cation of WSLpS in contention based protocols where agents update their actions
asynchronously.

Wireless sensor networks are indeed a challenging domain. However, many more
decentralized systems exist where autonomous agents need to coordinate in order to
solve their complex objectives. We believe the research presented in this dissertation
provides the tools and methodology with which to study decentralized coordination
problems in other multi-agent systems.
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