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Abstract. The GCOS (Global Climate Observing System)

Reference Upper-Air Network (GRUAN) data processing for

the Vaisala RS92 radiosonde was developed to meet the cri-

teria for reference measurements. These criteria stipulate the

collection of metadata, the use of well-documented correc-

tion algorithms, and estimates of the measurement uncer-

tainty. An important and novel aspect of the GRUAN pro-

cessing is that the uncertainty estimates are vertically re-

solved. This paper describes the algorithms that are applied

in version 2 of the GRUAN processing to correct for sys-

tematic errors in radiosonde measurements of pressure, tem-

perature, humidity, and wind, as well as how the uncertain-

ties related to these error sources are derived. Currently, the

RS92 is launched on a regular basis at 13 out of 15 GRUAN

sites. An additional GRUAN requirement for performing ref-

erence measurements with the RS92 is that the manufacturer-

prescribed procedure for the radiosonde’s preparation, i.e.

heated reconditioning of the sensors and recalibration dur-

ing ground check, is followed. In the GRUAN processing

however, the recalibration of the humidity sensors that is ap-

plied during ground check is removed. For the dominant er-

ror source, solar radiation, laboratory experiments were per-

formed to investigate and model its effect on the RS92’s tem-

perature and humidity measurements. GRUAN uncertainty

estimates are 0.15 K for night-time temperature measure-

ments and approximately 0.6 K at 25 km during daytime. The

other uncertainty estimates are up to 6 % relative humidity

for humidity, 10–50 m for geopotential height, 0.6 hPa for

pressure, 0.4–1 ms−1 for wind speed, and 1 ◦ for wind direc-

tion. Daytime temperature profiles for GRUAN and Vaisala

processing are comparable and consistent within the esti-

mated uncertainty. GRUAN daytime humidity profiles are

up to 15 % moister than Vaisala processed profiles, of which

two-thirds is due to the radiation dry bias correction and one-

third is due to an additional calibration correction. Redun-

dant measurements with frost point hygrometers (CFH and

NOAA FPH) show that GRUAN-processed RS92 humidity

profiles and frost point data agree within 15 % in the tropo-

sphere. No systematic biases occur, apart from a 5 % dry bias

for GRUAN data around −40 ◦C at night.

1 Introduction

For decades radiosondes have proven extremely successful

in delivering essential information on the state of the at-

mosphere by measuring high-vertical-resolution profiles of

temperature, water vapour, wind, and pressure up to about

40 km. These data provide important initializations to nu-

merical weather prediction models and are also very valu-

able for the validation of satellite observations. With approx-

imately 1000 radiosondes being launched around the world

each day, this constitutes a vast and valuable set of data

which has great potential for climate research. Profile data

from radiosoundings are motivated largely by short-term ap-

plications such as (numerical) weather prediction. Frequent
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changes in the design and characteristics of radiosondes by

their manufacturers has unfortunately introduced jumps and

drifts in data records that hinder long-term trend analysis

(Elliott, 1991). Furthermore, differences between radioson-

des from different manufacturers complicate the comparison

of data records from different sources (Moradi et al., 2013).

It remains a major challenge to make radiosounding records

suitable for long-term climate monitoring and trend detec-

tion. Several attempts have been undertaken to homogenize

data records from various sources, e.g. Free et al. (2005),

Sherwood et al. (2008), Thorne et al. (2011), and Haimberger

et al. (2012) for temperature records and Durre et al. (2009),

McCarthy et al. (2009), and Dai et al. (2010) for humidity

records.

In order to detect and study trends in essential climate vari-

ables (ECVs; see Bojinski et al., 2014) like temperature and

humidity, the instrumental long-term stability should be bet-

ter than 0.1 K and 2 % relative humidity (RH) for the tem-

perature and humidity measurements, respectively (GCOS-

112, 2007). For this purpose the GCOS Reference Upper-Air

Network (GRUAN) was established, with the goal of creat-

ing a network of selected sites around the world where refer-

ence measurements of the upper atmosphere are performed

(Seidel et al., 2009). Immler et al. (2010) laid out the defi-

nition for a reference measurement that requires traceability,

full metadata description, and the best possible characteriza-

tion of measurement uncertainties. Traceability means that

measurement conditions and operational procedures are doc-

umented and that the calibrations and corrections, which are

applied in the data processing, are properly documented and

disclosed to the scientific user. Traceability also means the

application of a manufacturer-independent ground check to

detect possible instrument changes and to independently as-

sess the calibration uncertainty. Black-box software or pro-

prietary algorithms should never be used in reference ob-

servations. The philosophy behind these requirements is to

enable future reprocessing if improved corrections become

necessary, and to prevent the inclusion of manufacturer-

dependent biases in climate records. A GRUAN data prod-

uct must be open, documented in peer-reviewed literature,

traceable to SI standards, and must contain best possible es-

timates of the measurement uncertainties, where the treat-

ment of errors and uncertainties is outlined in the “Guide to

the expression of uncertainty in measurement” by the work-

ing group 1 of the Joint Committee for Guides in Metrology

(JCGM/WG 1, 2008, hereafter). An important and unique as-

pect of a GRUAN product is that the uncertainty estimates

are given for each datum of a collection; i.e. uncertainties are

vertically resolved for profiles and temporally resolved for

time series.

In this paper we present the GRUAN data-processing

methods (version 2) for the Vaisala RS92 radiosonde. The

RS92 was introduced in 2003 and currently has a global mar-

ket share of approximately 30 %. Numerous studies and field

campaigns have investigated its performance and accuracy.

This paper is structured as follows: Sect. 2 discusses the

treatment of uncertainties, Sect. 3 gives a brief overview of

the Vaisala RS92 sonde. An overview of the set-up of the

GRUAN data processing is given in Sect. 4. The corrections

for temperature and humidity are discussed in Sects. 5 and 6,

respectively. In Sect. 7 GRUAN-processed data is compared

to profile data processed by Vaisala software, as well as to

frost point hygrometer data. The measurement of the geopo-

tential height is discussed in Sect. 8, and the processing of

wind data is the subject of Sect. 9. Finally, Sect. 10 presents

a summary and recommendations.

2 Errors and uncertainties

For the treatment of errors and uncertainties we follow the

approach outlined in the “Guide to the expression of uncer-

tainty in measurement” by the working group 1 of the Joint

Committee for Guides in Metrology (JCGM/WG 1, 2008).

Following their definition, an error is the difference between

the measured value and the “true” value of the measurand,

resulting from imperfections in the measurement. The uncer-

tainty is an estimate of the standard deviation and charac-

terizes the range of values (dispersion) that can be expected

for a measurement. For normally distributed errors the stan-

dard deviation is given as 1σ , which represents 67 % of the

distribution (2σ and 3σ represent 95 and 99.7 % of the dis-

tribution, respectively).

Measurement errors can be classified as random or sys-

tematic. The effect of a random error can be reduced by in-

creasing the number of measurements, and its average value

will asymptotically approach 0. A systematic error, however,

will persist regardless of the number of observations, intro-

ducing a bias to the measurement. An example of a random

error is the noise of the temperature sensor readings, whereas

an example of a systematic error is the warm bias introduced

by daytime heating of the temperature sensor by solar radi-

ation. Systematic errors typically persist among independent

but repetitive measurements, thereby introducing biases in

long-term data records. When systematic errors are properly

characterized, they can be removed with confidence, which

reduces the uncertainty of the measurement. However, since

corrections are never exact for varying conditions, the correc-

tion itself may introduce a new random error, and a residual

uncertainty associated with the correction will remain.

The classification into random and systematic errors is

closely related to the terms uncorrelated and correlated un-

certainties, respectively. Uncorrelated uncertainties can be

reduced by increasing the number of observations. This is not

the case for correlated uncertainties that stem from system-

atic errors because the repetition of a biased measurement

does not reduce its systematic uncertainty. The majority of

the GRUAN corrections for the RS92 data processing aim to

reduce systematic errors in the measurements, and the asso-

ciated uncertainties are correlated.
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Smoothing or filtering can reduce the noise of an individ-

ual radiosounding profile, but these only remove random er-

rors. Correlated uncertainties due to systematic errors will

persist in the smoothed profile. The statistical noise of a pro-

file before smoothing represents the uncorrelated uncertainty.

A mathematical description of uncertainties is given in Ap-

pendix A.

An important aspect of the GRUAN data product is the

availability of a vertically resolved best-estimate uncertainty.

Comparisons with other instruments are essential in identify-

ing and possibly quantifying systematic errors. An indepen-

dent measurement of the same variable allows for the verifi-

cation of both the data processing and the uncertainty quan-

tification. Measurement redundancy also is important dur-

ing changes of measurement system and/or operations pro-

cedure.

3 Description of the RS92 radiosonde

The Vaisala RS92 radiosonde, shown in Fig. 1, measures ver-

tical profiles of pressure, temperature, and humidity (PTU)

from ground to the balloon-burst altitude limit of approxi-

mately 40 km. The RS92 is equipped with a wire-like capac-

itive temperature sensor (“Thermocap”); two polymer capac-

itive moisture sensors (“Humicap”); a silicon-based pressure

sensor; and a GPS receiver to measure position, altitude, and

winds. The RS92 transmits sensor data at 1-second intervals,

which are received, processed, and stored by the DigiCora

ground station equipment.

A hydrophobic, reflective coating is applied to the sensor

boom and the temperature sensor to reduce the RS92’s sensi-

tivity to solar radiation, and to reduce the deposition of water

or ice when flying through clouds.

The GPS receiver on the RS92 transmits its position as

xyz coordinates in the WGS-84 (World Geodetic System

1984) system. These xyz coordinates are then converted into

latitude, longitude, and altitude data by the DigiCora sys-

tem, while using the readings of the station GPS antenna as

a reference for determining the geometric altitude of the ra-

diosonde.

The sensors of the assembled radiosonde are calibrated

in Vaisala’s CAL4 calibration facility (Vaisala, 2002). The

CAL4 contains PTU reference sensors that are recalibrated at

regular intervals against standards that are traceable to NIST

(for pressure and temperature) and its Finnish equivalent,

MIKES (for humidity). The respective operating ranges and

accuracies of the PTU sensors are 3 (±0.6) to 1080 (±1) hPa,

−90 (±0.5) to 60 (±0.5) ◦C, and 0 (±5) to 100 (±5) % RH,

respectively (Vaisala, 2007).

Corrections reduce errors in the temperature and humid-

ity due to solar radiation, time-lag of the RH sensor, and

sensor recalibration during the pre-flight ground check. Fur-

thermore, corrections are applied for spurious noise like tem-

perature spikes (Shimizu and Hasebe, 2010). Most of these

Figure 1. Photograph of the RS92 radiosonde showing the GPS an-

tenna on the left and the sensor boom on the right. The inset shows

the magnified tip of the sensor boom with the wire-shaped temper-

ature sensor and one of the humidity sensors.

correction algorithms are proprietary and are not disclosed

to the user. An overview of relevant modifications in the

RS92 hardware and the processing software is available at

the Vaisala data continuity website (Vaisala continuity web-

site, 2013).

The RS92 has participated in a number of campaigns

and intercomparisons (Whiteman et al., 2006; Nash et al.,

2006, 2011; Calbet et al., 2011; Leblanc et al., 2011; Bock

et al., 2013). Campaigns have identified error sources for the

RS92 such as radiation dry bias (Vömel et al., 2007b), sen-

sor time-lag (Miloshevich et al., 2004), and a temperature-

dependent calibration error for the humidity sensors (Vömel

et al., 2007b; Miloshevich et al., 2009).

3.1 Ground check

The manufacturer’s operational procedure demands that prior

to flight a ground check is performed. During this check the

sensor boom is inserted into a calibration unit (GC25) and

the sensors are heated to remove contaminants that intro-

duce a dry bias in the humidity measurements (“recondition-

ing”). In addition, a one-point recalibration is applied to the

PTU, based on comparing the temperature and pressure sen-
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sors to a PT100 temperature sensor and the station barome-

ter, respectively, and recording the humidity sensor readings

in a dry zone over a bed of desiccant. In the GRUAN pro-

cessing the recalibration of the humidity sensor is reversed

(Sect. 6.2).

4 Data processing

The sounding data and metadata are submitted to the

GRUAN database using a GRUAN-provided software tool,

the RsLaunchClient (Sommer, 2014), that checks the com-

pleteness and integrity of the metadata. The metadata con-

tain all information relevant for (re)processing a radiosound-

ing and, in addition to all instrument parameters, include in-

formation such as payload configuration, balloon-type and

weight, and results of the pre-flight ground checks. This in-

clusion of metadata complies with the GRUAN philosophy

that sounding data plus extensive metadata constitute a trace-

able measurement.

The GRUAN processing is based on the uncorrected, 1-

second-resolution raw data contained in the FRAWPTU table

for PTU and GPSDCC_RESULT for the GPS data, which are

both contained in the .DC3DB sounding file.

The processing steps are shown in Fig. 2. The left block

in Fig. 2 consists of preparing, collecting, and joining the

measurement and metadata, so that all relevant parameters

are available. This involves steps like determining the ex-

act moment of launch, analysis of the pre-launch checks,

calculation of geographical coordinates from the GPS data,

and the merging of the data from both humidity sensors.

An important step in the pre-processing is the reversal of

the recalibration of the humidity sensors as discussed in

Sect. 3.1. The GRUAN correction algorithms are indicated

in the right block in Fig. 2, which shows the order in which

the corrections are applied. Before and after the application

of the GRUAN corrections, the sounding data are subjected

to quality control (QC), which is discussed in Sect. 4.1. The

GRUAN data product is stored in NetCDF (Network Com-

mon Data Form) format, and processed soundings that have

passed quality control are disseminated through the NCDC

(National Climatic Data Center) FTP (File Transfer Protocol)

server (www.gruan.org/data). A description of the GRUAN

data product format is given by Immler and Sommer (2014).

The current GRUAN RS92 data product is version 2. This

was released in September 2012, and the descriptions in this

paper are specific to this version.

4.1 Quality control

The initial quality control verifies that the readings of the

PTU sensors during the ground check are within pre-defined

limits before GRUAN corrections are applied. This includes

checking the difference between the two humidity sensors.

For the data to be processed, the corrections determined in

READ metadata from database

READ raw data file from file archive

CHECK basic metadata

WRITE data product file

PRE-PROCESSING

Determine launch time

Merging of RH data (U1 + U2)

Retrieve SHC pre-launch data
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Fig. 2. Schematic representation of the data-flow, processing steps, quality control (QC) and correction algo-

rithms applied in the GRUAN processing. SHC denotes Standard Humidity Chamber (see Sect. 3.1). In the

final step before the data is written to file, “gridding”, the temporal sampling of the profile is reduced from

one second to an integer number of choice. In the GRUAN processing as described in this paper, the temporal

sampling remains one second.
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Figure 2. Schematic representation of the data flow, processing

steps, quality control (QC), and correction algorithms applied in the

GRUAN processing. SHC denotes standard humidity chamber (see

Sect. 3.1). In the final step before the data are written to file, “grid-

ding”, the temporal sampling of the profile is reduced from 1 s to an

integer number of choice. In the GRUAN processing as described

in this paper, the temporal sampling remains 1 s.

the GC25 must be less than 1 K for T , 1.5 hPa for P , and

less than 2 % RH for U . In the standard humidity chamber

(SHC) the readings should be within 5 % RH of the ambient

humidity. During ground check in the GC25 and the SHC,

the difference between U1 and U2 should be less than 1.5 %

RH.

After the GRUAN corrections have been applied, a second

quality control step checks that profile data are within valid

ranges, establishes the number of valid data points (> 95 %),

and ensures that the GRUAN uncertainty estimates are within

the Vaisala-provided uncertainties.

5 Temperature

5.1 Introduction

The temperature sensor of the RS92 radiosonde consists

of a temperature-dependent capacitive sensor (Thermocap)

(Turtiainen et al., 1995). The sensor wire is covered with

a reflective, hydrophobic coating to reduce solar heating and

systematic errors from evaporative cooling by any water or

ice collected during passage through clouds. With an oper-

ating range from −90 to +60 ◦C, Vaisala (2007) quotes an

accuracy of better than 0.5 K.

In this section, several sources of error (systematic and

random) for the temperature measurements are discussed to-

gether with the respective GRUAN correction algorithms.

The dominant systematic error is due to solar radiative heat-

ing. Using a heat transfer model, the radiative error for the

RS90 temperature sensor was estimated to be approximately

0.5 K at 35 km (Luers, 1997). This number is comparable

to the correction of up to 0.63 K at 5 hPa that was applied

by the DigiCora software (prior to version 3.64) in the pro-

cessing of RS92 routine soundings until 2010, when this

Atmos. Meas. Tech., 7, 4463–4490, 2014 www.atmos-meas-tech.net/7/4463/2014/
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was increased to 0.78 K (Vaisala continuity website, 2013).

The 8th World Meteorological Organization (WMO) ra-

diosonde intercomparison in Yangjiang, China, indicates that

the Vaisala-corrected temperature measurements of the RS92

may exhibit a warm bias of up to 0.2 K (Nash et al., 2011).

A recent comparison between radiosoundings and space-

borne GPS radio occultation measurements reports a 0.5–

1 K warm bias at 17 hPa for Vaisala-corrected RS92 temper-

ature profiles (Sun et al., 2013). The accuracy of the satellite-

retrieved temperature is approximately 0.2–0.3 K in the mid-

dle stratosphere (Kursinski et al., 1997; Hajj et al., 2004).

The GRUAN radiation correction, discussed in Sect. 5.2,

relies on laboratory experiments and radiative transfer calcu-

lations to estimate the actinic flux on the sensor. Laboratory

work has determined the relation between temperature er-

ror and actinic flux as a function of pressure and ventilation.

Other sources of error include temperature spikes (Shimizu

and Hasebe, 2010) due to patches of warm air coming off the

sensor housing and the balloon (Sect. 5.3), evaporative cool-

ing of the wetted sensor after exiting a cloud (Sect. 5.4), and

sensor time-lag (Sect. 5.5). The last two effects are not cor-

rected because no appropriate correction algorithm is avail-

able for evaporative cooling, although affected data points

should be flagged and the impact of time-lag is considered

negligible (see Sect. 5.5).

5.2 Radiation error

During daytime the radiosonde sensor boom is heated by so-

lar radiation, which introduces biases in temperature and hu-

midity. The net heating of the temperature sensor depends

on the amount of absorbed radiation and on the cooling by

thermal emission and ventilation by air flowing around the

sensor. Luers (1990) used customized radiative transfer cal-

culations and detailed information on the actual cloud config-

uration to accurately compute the radiation temperature error

for selected soundings. Such information on cloud configu-

ration and surface albedo is usually not available for each in-

dividual sounding; in view of the large amount of data that is

collected within the GRUAN network, the processing makes

use of generalized assumptions regarding these parameters.

The radiation error is corrected for every data point of the

profile by estimating the radiation flux on the sensor from

pre-calculated radiative transfer simulations (see Sect. 5.2.2).

This is fed to a correction model (Eq. 1) which contains the

sensor’s response to radiation as a function of flux, pres-

sure, and ventilation speed, which was determined using the

experiments discussed in Sect. 5.2.1. The correction model

yields the estimated vertically resolved error to the tempera-

ture, based on the estimated actinic flux, which is subtracted

from the measured temperature profile to yield the corrected

ambient temperature. In the current version of the process-

ing, the actual correction that is applied is the mean of the

GRUAN and the Vaisala correction (Sect. 5.2.5).

The GRUAN correction only corrects for the daytime radi-

ation error because our experiments do not yield information

on radiative coupling with a cold background which causes

the night-time cooling. Longwave radiative cooling is rela-

tively small compared to shortwave heating, as is illustrated

by the 0.04 K cooling at 5 hPa that is assumed by the Vaisala

radiation correction for night-time measurements (Vaisala

continuity website, 2013). For the correction of the night-

time cooling error of the temperature sensor we employ the

Vaisala correction (Sect. 5.2.5).

5.2.1 Radiation experiments

The sensor’s response to radiation has been measured to de-

termine the radiative heating correction of the RS92 tempera-

ture data. For these experiments the radiosonde sensor boom

is mounted in a custom-built vacuum chamber underneath

a quartz plate lid where it can be illuminated by a known

radiation source.

The experiments are typically performed outdoors, using

the Sun as the light source. The vacuum chamber is oriented

perpendicular to the incoming solar rays, and a shutter is used

to control the illumination of the sensor. A rotating fan serves

to mimic the ventilation of the sensor during flight, and the

pressure can be controlled between 4 hPa and ambient pres-

sure. Background temperature and pressure inside the cham-

ber are measured by a second, shaded RS92 sonde. The solar

irradiance is measured by an external pyranometer. The flux

on the sensors can be attenuated by placing a grey filter in

front of the aperture of the shutter. During the experiment

the sensor is illuminated for 30 to 180 s, depending on pres-

sure, followed by an equally long cool-down interval with

the shutter closed. This open-and-close cycle is repeated at

least four times for each pressure and ventilation speed. Ven-

tilation speeds of 2.5 and 5 ms−1 were employed, with an

uncertainty of 1 ms−1 due to the unknown characteristics of

the flow around the temperature sensor in our set-up.

Figure 3 shows a typical example of the response of the

temperature sensor to solar irradiance at 100 hPa ambient

pressure: a quick rise of temperature followed by a slower

levelling-off. The initial fast rise is due to the small thermal

mass of the sensor. The mechanism behind the subsequent

slow rise is not yet fully established. It is possibly connected

to the heating of the sensor boom, but it is unclear to what

extent this effect contributes to the heating of the temper-

ature sensor in flight. Here, the radiation temperature error

for a certain pressure and ventilation speed is determined

from the difference between the sensor temperature approx-

imately 20 s after opening the shutter and from the average

background level immediately before opening the shutter.

Version 2 of the GRUAN processing relates the measured

temperature change 1T to actinic flux Ia (the modelling of

Ia is explained in Sect. 5.2.2), ambient pressure p, and ven-

tilation speed v as

www.atmos-meas-tech.net/7/4463/2014/ Atmos. Meas. Tech., 7, 4463–4490, 2014
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Figure 3. Temperature difference between the illuminated and the

shaded RS92 temperature sensors. The direct solar irradiance, as

monitored by an external pyranometer, was approximately 800

(±10) Wm−2 during the experiment. The pressure was 100 hPa,

and the ventilation speed 5 ms−1.
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Figure 4. Results of radiation experiments performed at various

ventilation speeds, v, and pressures p. Ventilation speeds are 2.5

and 5 ms−1. The solar irradiance I was monitored externally and

was additionally varied by the use of grey filters. The solid black

line indicates the best fit to the data, whereas the dashed lines indi-

cate the estimated uncertainty range of the fit.

1T (Ia,p,v)= a · x
b with x =

Ia

p · v
, (1)

with fit parameters a and b. The results of the radiation ex-

periments at various pressures, ventilation speeds, and irra-

diance levels are shown in Fig. 4. A statistical fit to the data

yields a = 0.18(±0.03) and b = 0.55(±0.06).

5.2.2 Streamer radiative transfer model

To relate the measured temperature error in the laboratory

with that encountered during a sounding, the actinic flux has

to be modelled. The total actinic flux onto the temperature

sensor in flight is the sum of the direct sunlight and of the

diffuse background which results from light that is scattered

by the surface and the atmosphere:

Ia = gIs+Dd+Du, (2)

with Is being the solar irradiance, and Dd and Du the diffuse

downward and upward welling radiation respectively. Due to

the fact that the RS92 temperature sensor is a wire rather than

a sphere, the direct solar flux onto the sensor depends on its

orientation. The geometry factor g accounts for the reduction

of the exposed area of the temperature sensor due to spinning

of the radiosonde, which causes the orientation of the sen-

sor wire to cycle between being parallel and perpendicular

to the solar rays. Currently, a value of 0.5 is used for g, but

this may change in the next version of the GRUAN process-

ing. The actinic flux Ia is estimated from simulations by the

Streamer model (Key and Schweiger, 1998), which is used to

calculate Is,Dd, andDu integrated for the visible and near-IR

wavelength range between 0.28 and 4 µm for solar elevation

angles φ = 30, 72, and 90◦, and for various cloud scenarios

(Table 1). For the cloudy scenario two cloud layers are in-

cluded: a wet cloud at the top of the boundary layer and an

ice cloud just below the tropopause region, which is typical

for midlatitude cloudy conditions. However, this cloud con-

figuration can also be used to correct the radiation tempera-

ture error for soundings performed in other climate regions.

In the troposphere the radiation error is small, meaning that

inaccuracies in the altitude of the modelled clouds have only

a minor impact on that part of the temperature profile. In the

cloud-free stratosphere, where the radiation error is key, the

uncertainty in the actinic flux is dominated by the cloud con-

figuration and surface albedo rather than by the altitude of

the underlying cloud layers.

The vertical distributions of water vapour and ozone in the

modelled atmosphere are representative of the midlatitude

case. The fluxes in the output of a Streamer model run are

given with respect to reference surfaces parallel to the Earth’s

surface, and consequently the Streamer-calculated solar irra-

diance represents the component perpendicular to the Earth’s

surface. In order to retrieve the solar irradiance Is on the sen-

sor wire, the Streamer-calculated solar irradiance has to be

divided by sinφ, with φ being the solar elevation angle.

Because radiative transfer calculations are computation-

ally expensive, these are performed in advance for the gener-

alized configurations listed in Table 1, and the simulated Ia

values are stored in a two-dimensional look-up table with its

dimensions being the cloud configuration and the solar ele-

vation angle. At a given elevation angle, Ia is given by linear

interpolation between the reference points (φ = 30, 72, and

90◦) in the look-up table with the additional constraint that

Ia = 0 for φ ≤−5◦. At φ =−5◦ the Sun is so far below the

horizon that even at 35 km the radiosonde will not be irradi-

ated. In the current version of the processing the effect of the

curvature of the atmospheric layers for angles below 30◦ on

the actinic flux is not taken into account.
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Table 1. Settings for simulations with the Streamer model.

Date Solar elevation angle Cloud layer 1 Cloud layer 2 Surface albedo

[◦] [km] [km]

21 Jun 90 – – ≈ 0.27

21 Jun 72 – – ≈ 0.27

13 Nov 30 – – ≈ 0.27

21 Jun 90 4–6 7–10 ≈ 0.27

21 Jun 72 4–6 7–10 ≈ 0.27

13 Nov 30 1–2 8–11 ≈ 0.27
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Fig. 5. Vertical profiles of the total actinic flux on the sensor for solar elevation angles of 30, 72 and 90 ◦. The

actinic flux is the sum of the direct sunlight and diffuse background. The mean actinic flux is the average of

the cloud-free (dashed-dotted line) and cloudy (dashed line) scenario. The kinks below 10 km result from the

cloud layers around 5 and 8 km used in the simulations.
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Figure 5. Vertical profiles of the total actinic flux on the sensor

for solar elevation angles of 30, 72, and 90◦. The actinic flux is the

sum of the direct sunlight and diffuse background. The mean actinic

flux is the average of the cloud-free (dashed-dotted line) and cloudy

(dashed line) scenario. The kinks below 10 km result from the cloud

layers around 5 and 8 km used in the simulations.

Figure 5 shows that above the tropopause the simulated

actinic flux Ia is fairly constant with altitude, due to negli-

gible atmospheric scatter and the absence of clouds in the

stratosphere. The increase of Ia with elevation angle largely

results from diffuse radiation and radiation reflected from the

surface; the solar irradiance remains constant. The albedo is

highly variable due to its dependence on the scene and there-

fore is a major source of uncertainty in the simulated actinic

flux. The surface albedo ranges from less than 10 % for a dark

ocean surface up to 90 % for a fresh snow cover, whereas

cloud albedo typically ranges from 40 to 80 %. The impor-

tance of the albedo is illustrated by the increase of the actinic

flux from approximately 1000 Wm−2 in the cloud-free case

to approximately 1600 Wm−2 in the presence of an underly-

ing cloud layer. This increase solely results from the increase

in upwelling radiation by the highly reflective cloud layer.

In the presence of a wet cloud (RH> 99 %) the assumed

actinic flux between the surface and the cloud top is equal

to that for the cloudy case; this only concerns the first few

kilometres of the sounding where the radiation temperature

error is small. This method is not employed at higher alti-

tudes where the radiation error is significant, because relative

humidity alone is not a reliable proxy for the presence of ice

clouds (e.g. super-saturation). Currently no approach exists

to explicitly use cloud and surface albedo information (e.g.

climatology or coincident satellite observations) in the cor-

rection of the radiation temperature error. Instead, the cloudy

and the cloud-free case represent the lower and upper limit

for the actinic flux. Following Sect. 4.4.5 of JCGM/WG 1

(2008), Ia is assumed to be the average of the cloudy and the

cloud-free case, and the uncertainty at 1σ (k = 1) for a rect-

angular a priori probability distribution bound by Ia, cloudy

and Ia, clear sky is given by

u(Ia)=
|Ia, cloudy− Ia, clear sky|

2
√

3
. (3)

Due to spinning of the radiosonde in flight, the solar irra-

diance on the sensor wire cycles between 0 and maximum.

In case of rapid spinning – i.e. more than, say, 10 revolu-

tions per minute – the temperature rise due to the orientation

should average out and should not introduce a mean bias in

the temperature profile. Not knowing the instantaneous rota-

tional rate leads to an increased uncertainty around the mean

radiation bias. However, if the radiosonde rotates slowly, the

orientation of the temperature sensor with respect to the Sun

no longer averages out.

The orientation uncertainty and the associated tempera-

ture uncertainty only apply to the direct solar irradiance Is

because the temperature error from the diffuse (omnidirec-

tional) background remains largely the same regardless of

sensor orientation.

5.2.3 Ventilation speed

The correction of the radiation temperature error also de-

pends on the ventilation speed v. Using the actual ascent

rate leads to a more accurate radiation temperature correc-

tion when changes in the ascent speed occur, e.g. the slowing

down of the balloon due to the temperature inversion at the

tropopause (Gallice et al., 2011). In the GRUAN process-

ing the actual ventilation speed is used, rather than assuming

a fixed value. The actual ventilation speed is the sum of the

ascent speed, which is derived from the altitude data, plus an

additional contribution due to the sonde’s pendulum motion.
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Fig. 6. Profiles of the GRUAN radiation temperature correction for ventilation speeds between 1 and 20 ms−1.

The correction was calculated for a radiosounding performed in Lindenberg on 17 September 2013, 12:00 UTC.

The kinks in the profiles between 900 and 200 hPa result from the cloud configuration that was used in the

streamer simulations, with cloud layers between 4–6 and 7–10 km, which introduces jumps in the simulated

radiation profile at the top of the cloud (see the dashed traces in Fig. 5). The maximum solar zenith angle during

the sounding was 36.5◦.

50

Figure 6. Profiles of the GRUAN radiation temperature correc-

tion for ventilation speeds between 1 and 20 ms−1. The correc-

tion was calculated for a radiosounding performed in Lindenberg

on 17 September 2013 at 12:00 UTC. The kinks in the profiles be-

tween 900 and 200 hPa result from the cloud configuration that was

used in the Streamer simulations, with cloud layers between 4 and 6

and between 7 and 10 km, which introduces jumps in the simulated

radiation profile at the top of the cloud (see the dashed traces in

Fig. 5). The maximum solar zenith angle during the sounding was

36.5◦.

The increase of the ventilation due to the pendulum motion

is estimated at 1 m s−1 (±1 ms−1) for 30 m unwinder length,

assuming an amplitude of a few metres. Furthermore, an-

other 1 ms−1 is added to the uncertainty of the ventilation

speed as a consequence of the uncertainty of the flow around

the temperature sensor during the radiation experiments, as

was discussed in Sect. 5.2.1. The sensitivity of the radiation

temperature correction to the ventilation speed is shown in

Fig. 6. At the nominal ascent rate of 5 ms−1, a speed dif-

ference of 2 ms−1 leads to temperature errors ranging from

0.1 K at 100 hPa up to 0.2–0.3 K at 10 hPa.

5.2.4 Vaisala radiation correction

The Vaisala correction for the radiation temperature error is

available as a table for various pressures and solar elevation

angles (Vaisala continuity website, 2013). In contrast to the

GRUAN radiation correction, Vaisala also corrects for the

night-time cooling of the temperature sensor through long-

wave radiative coupling with the cold background.

Until DigiCora version 3.64, released in 2011, the ascent

speed was not used in the correction for the radiation temper-

ature error (Vaisala continuity website, 2013).

5.2.5 Averaged correction

At this stage it is not clear which correction model, GRUAN

or Vaisala, is more accurate; therefore the resulting correc-

tion for the radiation temperature error implemented in the

GRUAN data product is the average of the two. The com-

parison of both correction models, presented in Fig. 7, shows

that below 25 km altitude the temperature correction based

on the GRUAN radiation experiments and the Vaisala correc-

tion are similar although the Vaisala correction is consistently

< 0.1 K larger than the GRUAN correction. Above 25 km the

GRUAN correction rapidly exceeds the Vaisala correction,

presumably due to a stronger pressure dependence at low

pressures. Still both corrections are consistent, as the Vaisala

lies within the uncertainty range of the GRUAN correction.

The wiggles in the GRUAN correction profile are caused by

variations in the recorded ascent speed, which are absent in

the straight look-up table provided by Vaisala up to Digi-

Cora version 3.63. In the absence of a GRUAN correction

for night-time measurements, the Vaisala correction is used

instead.

5.3 Temperature spikes

Spikes in the daytime temperature profile may result from air

being heated by the radiosonde package, and possibly from

passing through the warm wake of the balloon due to the

pendulum motion of the payload (Tiefenau and Gebbeken,

1989; Shimizu and Hasebe, 2010). In the GRUAN data pro-

cessing these temperature spikes are identified and removed

from the profile in a two-step filtering process. First the tem-

perature profile is smoothed by applying a low-pass digital

filter with a cut-off frequency of 0.1 Hz. Subsequently, data

points for which the difference between the smoothed and the

un-smoothed temperature exceeds a threshold are classified

as spikes and are removed from the profile. This threshold

is based on the statistical standard deviation of the smoothed

data, using Eq. (A5). After the removal of these outliers the

smoothing filter is applied again, and the spikes are replaced

by interpolated values. Temperature spikes are only an issue

at lower pressures; therefore the spike-removal algorithm is

applied to data above the 500 hPa level, and in the current

version of the algorithm only warm spikes are detected and

removed.

Due to the low-pass filter the temporal resolution of the

temperature profile is reduced to approximately 10 s (cor-

responding to 50 m in the vertical), although the sampling

remains at 1 s. Figure 8 illustrates the removal of warm

spikes from the daytime temperature profile. In this particular

sounding 5 % of the data points were affected by temperature

spikes.

5.4 Evaporative cooling

When the radiosonde flies through a cloud, the temperature

sensor will inevitably be coated with water or ice, which may

introduce errors in the temperature measurements above the

cloud due to evaporative cooling. In extreme cases this effect

can cause the occurrence of apparent superadiabatic lapse

rates (SLRs) in radiosonde profiles near cloud tops (Hodge,

1956). Inside the cloud, the condensate on the temperature
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for a sounding performed at Lindenberg on 17 September 2013 at 12:00 UTC, maximum solar zenith angle

during the sounding: 36.5◦.
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Figure 7. Comparison of the GRUAN and Vaisala correction mod-

els for the radiation temperature error. Blue trace: Vaisala correc-

tion profile (DigiCora version 3.64); red trace: GRUAN correc-

tion profile. The grey bar represents the uncertainty estimate of the

GRUAN temperature correction. The correction profiles are evalu-

ated for a sounding performed at Lindenberg on 17 September 2013

at 12:00 UTC; maximum solar zenith angle during the sounding:

36.5◦.
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Fig. 8. Left panel: temperature profile before (black dots) and after smoothing and consecutive spike removal

(red trace). The grey dots represent the temperature spikes that were removed by the spike removal algorithm.

The blue trace represent the smoothed profile before spike removal. The right panel shows the difference be-

tween the blue and the red curves. The sounding was performed in Lindenberg on 16 August 2012 (12:00 UTC),

maximum solar zenith angle during the sounding: 48.9◦.
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Figure 8. Left panel: temperature profile before (black dots) and

after smoothing and consecutive spike removal (red trace). The

grey dots represent the temperature spikes that were removed by

the spike-removal algorithm. The blue trace represent the smoothed

profile before spike removal. The right panel shows the difference

between the blue and the red curves. The sounding was performed in

Lindenberg on 16 August 2012 (12:00 UTC); maximum solar zenith

angle during the sounding: 48.9◦.

sensor is close to equilibrium with the surrounding air, so it

is unlikely to affect the temperature measurement. However,

after exiting the cloud, condensate starts to evaporate, lead-

ing to evaporative cooling of the sensor until all water or ice

has evaporated. The magnitude and vertical extent of the er-

ror due to evaporative cooling are difficult to quantify as they

depend on the unknown amount and phase of the condensate

deposited on the sensor, and on the temperature and humidity

of the ambient air above the cloud.

Vaisala uses a special hydrophobic coating for the tem-

perature sensor and the sensor boom to make the RS92 less

prone to evaporative cooling. Currently, the GRUAN pro-

cessing does not correct for this effect. In the next version

of the data processing, evaporative cooling will be detected

by superadiabatic lapse rates that coincide with a rapid de-

crease of humidity away from (near) saturation. The uncer-

tainty budget will be adjusted where these SLRs occur.

5.5 Sensor time-lag

The RS92 temperature sensors respond to changes in the

ambient temperature, with typical time constants of 1.7 s at

3 hPa, 1.3 s at 10 hPa, and < 0.5 s below 100 hPa (Vaisala,

2007). Sensors made prior to 2007 were slightly thinner and

responded with time constants approximately 60 % smaller

(e.g. 1 s at 3 hPa). The response of the temperature sensor

converges exponentially to changes in ambient temperature,

and the time constant is the time needed to register 63 % of

a step change in temperature. These response times are fast

enough to keep the temperature error due to sensor time-lag

below 0.1 K. Therefore, no correction for time-lag of the tem-

perature sensor is applied in the GRUAN product.

5.6 Uncertainty budget

The contributing uncertainties, together with their attributed

values and their classification as correlated or uncorrelated,

are listed in Table 2. First, an important correlated uncer-

tainty is the accuracy of the calibration, which is composed

of calibration uncertainty uc = 0.15 K (2σ , k = 2) given by

Vaisala (2007) and the temperature difference during ground

check 1TGC25.

uc, absolute(cal)=

√
u2

c + (1TGC25/3)2 (4)

The factor of 3 is according to Sect. 4.4.5 of JCGM/WG

1 (2008). The uncorrelated uncertainty of the temperature is

given by the statistical uncertainty, determined by the spike-

removal algorithm (Sect. 5.3). Currently, the data field for

the uncorrelated uncertainty in the product file (u_std_temp)

contains the standard deviation instead of the statistical un-

certainty. The latter can be calculated by dividing by
√
N ′,

with N ′ = 11 being the effective sample size of the kernel of

the smoothing filter (Eq. A4).

The uncertainty of the radiation correction is comprised of

three main sources of uncertainty: the actinic flux Ia, which

is assumed to be the average of the cloudy and cloud-free

case (Sect. 5.2.2); the radiation temperature error correction

model; and the ventilation speed v.

Here the uncertainty in Ia is a combination of the unknown

orientation of the temperature sensor with respect to the Sun

and the uncertainty in the albedo (Eq. 3). The uncertainty of
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Table 2. Overview of the sources contributing to the temperature uncertainty budget; values are given for 2σ (k = 2). The items involving

1T relate to the radiation temperature correction.

Parameter Value (Un)correlated Data field in product

Repeatability of calibration of the T sensor uc(cal) 0.15 K correlated

Absolute uncertainty of T sensor calibration

uc, cal(T )

√
uc(cal)2+ (1TGC25/3)

2 correlated u_cor_temp∗

Uncertainty in T due to spike removal 0.05 K correlated

Uncertainty in T due to sensor time-lag < 0.03 K correlated

σ(T ) Statistical standard deviation uncorrelated u_std_temp∗

Random uncertainty of temperature uu(T ) Statistical uncertainty

σ(T )/
√
N ′

uncorrelated

Uncertainty of 1T due to rotating radiosonde

uu, rot(1T )

2 ·1T/
√

3 uncorrelated

Uncertainty of Ia due to albedo uc(Ia)
1

2·
√

3
|I

clear sky
a − I

cloudy
a | correlated u_swrad∗

Uncertainty in 1T due to uncertainty in albedo

uc,Ia(1T )

1T · uc(Ia)/Ia correlated

Uncertainty in ventilation velocity u(v) 1 ms−1 uncorrelated

Uncertainty in 1T due to ventilation uncertainty

uu, vent(1T )

1T · u(v)/v uncorrelated

Uncertainty in1T due to uncertainty in parameters

a and b uc,RC(1T )

< 0.2 K correlated

Total uncertainty

[uc, cal(T )
2
+ uu(T )

2
+

uu, rot(1T )
2
+ uc,Ia(1T )

2
+

uu, vent(1T )
2
+ uc,RC(1T )

2
]
1/2

– u_temp∗

∗ In the product file for processing version 2 the uncertainty is stored as k = 1.
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albedo of the cloudy/cloud-free scene.
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Figure 9. Contributions of the various uncertainty terms to the

total uncertainty estimate of the GRUAN temperature correction

for a sounding performed in Lindenberg on 17 September 2013

at 12:00 UTC; maximum solar zenith angle during the sounding:

36.5◦. The radiation field represents the uncertainty due to the un-

known albedo of the cloudy/cloud-free scene.

the correction model reflects the uncertainty in the parame-

ters a and b in Eq. (1). The total uncertainty in the tempera-

ture correction is the geometric sum of the squared individual

uncertainties.

Total uncertainty in Fig. 9 increases progressively with al-

titude, a result of the fact that the radiation correction and

its associated uncertainty increases with decreasing pressure.

Up to approximately 15 km the total uncertainty is dominated

by the sensor calibration, but above this altitude the dominant

source of uncertainty is the sensor orientation, together with

the correction parameters a and b, and the uncertainty of the

ventilation speed. The grey shaded area in Fig. 7 shows the

uncertainty of the radiation correction vertically resolved.

As shown in Fig. 9, around 25 km altitude the main factors

of the uncertainty of the radiation correction are sensor ori-

entation (0.4 K), ventilation speed (0.1 K), correction model

(0.1 K), and albedo (0.05 K).

The uncertainty associated with the uncorrected error due

to the time-lag of the temperature sensor (Sect. 5.5) is es-

timated to be less than 0.03 K. The uncertainty associated

with smoothing and spike removal (Sect. 5.3) is estimated at

0.05 K.

The uncertainty sources that are classified as correlated in

Table 2 are correlated in the vertical, but not all of these un-

certainties are correlated over a time series because the asso-

ciated errors do not occur at the same altitude in each sound-

ing. The error due to sensor time-lag depends on the alti-

tudes of temperature inversions, which vary from sounding to

sounding. For daytime soundings the radiation-induced tem-

perature error above the tropopause mainly depends on am-
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Fig. 10. Uncertainty of the temperature measurements, determined from 29 noon (top) and 17 midnight (bot-

tom) RS92 dual launches performed in Lindenberg. The red line represents the mean of the difference of

GRUAN temperature profiles, the black trace denotes the estimated uncertainty profile calculated for soundings

performed on 17 September 2013, both traces given for k=2. The grey band represents the standard deviation

of the measured temperature differences. Data are gridded in 1 km wide bins. The maximum solar zenith angle

during the noon sounding was 36.5◦.
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Figure 10. Uncertainty of the temperature measurements, deter-

mined from 29 noon (top) and 17 midnight (bottom) RS92 dual

launches performed in Lindenberg. The red line represents the mean

of the difference of GRUAN temperature profiles; the black trace

denotes the estimated uncertainty profile calculated for soundings

performed on 17 September 2013; both traces are given for k = 2.

The grey band represents the standard deviation of the measured

temperature differences. Data are gridded in 1 km wide bins. The

maximum solar zenith angle during the noon sounding was 36.5◦.

bient pressure and therefore leads to correlated uncertainties

in time series.

5.6.1 Other error sources

The payload configuration may introduce an additional er-

ror source. If a radiosonde is attached to a white styrofoam

ozone sonde box, this can act as a scattering surface and en-

hance the actinic flux on the temperature sensor in the same

manner as clouds. A large object close to the radiosonde may

also obstruct the proper ventilation of the temperature sensor.

The GRUAN product does not employ a correction algorithm

for the radiation and ventilation errors related to payload con-
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Fig. 11. RH-sensor recalibration during ground check in the GC25 for RS92 radiosondes launched at Linden-

berg in the second half of 2009. The desiccant is replaced bi-weekly, or when the recalibration exceeds 1 %

RH.
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Figure 11. RH-sensor recalibration during ground check in the

GC25 for RS92 radiosondes launched at Lindenberg in the second

half of 2009. The desiccant is replaced bi-weekly, or when the re-

calibration exceeds 1 % RH.

figuration. These errors are hard to quantify, and systematic

experimental data to create such a correction on is lacking.

Therefore, in addition to the recommendations on the expo-

sure of the temperature sensor given in chapter 12 of WMO

(2008), proper separation between neighbouring instruments

within a payload should be considered, not only to ensure

proper ventilation but also to minimize the additional radi-

ation error. Another effect of large payloads is the change

of the rotation frequency of the rig, which changes the size

and shape of the temperature spikes (Sect. 5.3). The GRUAN

spike algorithm removes all temperature spikes that exceed

the threshold, provided the spike duration is short enough to

be detected by the low-pass filter.

5.7 Verification

At Lindenberg multiple soundings were performed with two

RS92 radiosondes attached to the same balloon. Usually,

these dual soundings were part of a larger scientific pay-

load for which various configurations were used. These dual

soundings are very useful for verification of the uncertainty

of the GRUAN product. The flights were screened to ensure

that the RS92 sondes were not located too close to the other

instruments, which could lead to atypical temperature errors

due to reflected radiation.

Figure 10 compares the measured uncertainty, i.e. the

mean of the absolute temperature differences between the

two RS92 sondes, and the GRUAN estimated uncertainties.

The difference between the modelled and the measured un-

certainty increases with altitude to approximately 0.15 K at

30 km. This underestimation of the modelled uncertainty im-

plies that the random part of the radiation temperature er-

ror may not be fully characterized and described by the cor-

rection model. It may also imply that an unknown error

source has been overlooked. The night-time measurements

show good agreement between the modelled uncertainty and
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the observed mean difference. Here the modelled uncertainty

solely consists of the reported Vaisala calibration uncertainty.

It is important to realize that this comparison of dual

launches only reveals random errors and systematic biases

that differ among individual sondes. Systematic biases that

may affect all RS92 radiosondes equally can be detected by

comparing dual soundings of different types of radiosondes,

or by comparing to temperature profile data from other mea-

surement systems.

6 Humidity

6.1 Introduction

The Humicap consists of a hydro-active polymer thin film

as dielectric between two electrodes applied on a glass sub-

strate (Salasmaa and Kostamo, 1975; Smit et al., 2013). The

humidity sensors are not covered by protective caps, but they

are alternately heated to prevent icing. To prevent overheat-

ing, the heating of the humidity sensors is switched off below

−60 ◦C, or above 100 hPa, whichever is reached first. Hum-

icaps show good performance over a wide range of temper-

atures but suffer from systematic errors such as dry bias due

to solar radiative heating and a response lag below −40 ◦C.

Calibration of the Humicap sensors is performed in

Vaisala’s CAL4 calibration facility, at humidity conditions

ranging from 0 to 90 %, using SI traceable dew point meters

and with an accuracy of 1 % RH (Vaisala, 2002).

Three main error sources are known to affect the humidity

profile:

– daytime solar heating of the Humicaps introduces a dry

bias,

– sensor time-lag at temperatures below about −40 ◦C,

– temperature-dependent calibration correction.

The GRUAN corrections for these errors will be discussed

in the following sections. Following the historical conven-

tion used in meteorology, the humidity is given in per-

cent RH over liquid water, even for temperatures well below

0 where this quantity has little physical meaning. Appendix

A of Miloshevich et al. (2006) provides a thorough discus-

sion on the use of saturation pressure over water and over

ice. It is essential that when comparing humidity data from

different processing sources the same saturation vapour pres-

sure formulations are used. Both the Vaisala and GRUAN

processing employ the formulation by Hyland and Wexler

(1983).

6.2 Pre-launch preparation

During the pre-launch ground check procedure, the readings

of the humidity sensors over a desiccant in a near 0 % RH
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Fig. 12. Time-series of reading of the RS92 humidity sensor when inserted in the SHC (100 % relative humid-

ity) prior to launch, as part of the additional manufacturer-independent ground check. The colors depict the

radiosonde’s production-year. The black dashed line represents the 100 % level, whereas the red dashed line

indicates 105 %, the rejection criterion for humidity readings in the SHC.
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Figure 12. Time series of reading of the RS92 humidity sensor

when inserted in the SHC (100 % relative humidity) prior to launch,

as part of the additional manufacturer-independent ground check.

The colours depict the radiosonde’s production year. The black

dashed line represents the 100 % level, whereas the red dashed line

indicates 105 %, the rejection criterion for humidity readings in the

SHC.

environment are used to determine potential drifts in the cal-

ibration of the sensors. The Vaisala DigiCora software sub-

tracts these values from the measured profile, under the as-

sumption that the desiccant achieves a 0 % RH environment.

At Lindenberg we observed that the RH correction during

ground check usually is less than 0.1 % RH shortly after re-

placement of the desiccant and over time gradually increases

to at most 1 % RH before it is replaced again, as is illustrated

in Fig. 11. This indicates that the RS92 humidity sensor is

able to measure the degradation of the desiccant, which im-

plies that the assumption of 0 % RH over the desiccant is not

valid, and this reading should not be used for recalibration of

the humidity sensor. The recalibration of the RH sensors with

the ground check readings will in fact introduce a system-

atic bias in the entire humidity profile, especially at tropical

sites where high ambient humidity will quickly degrade the

desiccant. Therefore, we recommend exchanging the desic-

cant when the ground check correction exceeds 1 % RH. The

Vaisala GC25 recalibration of the humidity sensors is not ap-

plied in the GRUAN processing but is used in the quality

control (Sect. 4) and is added to the uncertainty estimate.

6.3 Additional ground check in Standard Humidity

Chamber

When an additional, manufacturer-independent, ground

check is available, these readings are also used in the un-

certainty budget and as a quality criterion.

Since 2006 all RS92s at Lindenberg observatory are rou-

tinely checked using an SHC prior to launch. The SHC is

a cylindrical vessel which contains saturated air (100 % RH)

above a few centimetres of distilled water. Supersaturation

is not expected due to the presence of condensation nuclei

in the ambient air; this is supported by the observation that
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Fig. 13. Comparison of nighttime humidity profiles from RS92 and coincident cryogenic frost point hygrometer

(CFH) data taken in 2010 in Lindenberg (blue) and Yangjiang (grey). The RS92 data were corrected for radia-

tion dry bias and time-lag using the GRUAN correction algorithms. The red squares represent the temperature

dependent calibration correction that is derived from these data.
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Figure 13. Comparison of night-time humidity profiles from RS92

and coincident cryogenic frost point hygrometer (CFH) data taken

in 2010 in Lindenberg (blue) and Yangjiang (grey). The RS92 data

were corrected for radiation dry bias and time-lag using the GRUAN

correction algorithms. The red squares represent the temperature-

dependent calibration correction that is derived from these data.

droplets are formed at the walls of the SHC. The measure-

ment in the SHC is used for traceability, to track instrument

changes, and as a quality check of the radiosonde. Figure 12

shows that between 2006 and 2013 the bias of the RS92’s

humidity sensor in saturated air changed by almost 4 % RH.

At Lindenberg a radiosonde is not used if it shows a bias of

more than 5 % RH.

We strongly recommend the additional ground check of ra-

diosondes in an SHC for GRUAN measurements. Currently,

the SHC is in use at several GRUAN stations, and analysis of

the SHC measurements showed that at one station the recon-

ditioning of the RS92 was systematically skipped, which led

to a 1–5 % RH dry bias.

Currently, the humidity readings in the SHC only add

to the uncertainty estimate. In the absence of an additional

ground check, 2.5 % RH is added to the calibration uncer-

tainty. A future version of the data product may use SHC

results to correct the measured humidity profile. One of the

criteria for implementing this SHC-based correction in the

GRUAN processing is a universal use of the SHC within the

GRUAN network, which currently is not fulfilled yet.

6.4 Calibration correction

As result of the Atmospheric Infrared Sounder (AIRS) Wa-

ter Vapor Experiment (AWEX) campaign, Miloshevich et al.

(2006) reported a temperature-dependent bias in night-time

RS92 humidity data that can not be attributed to radiative

heating or time-lag of the humidity sensor. Using comparison

with data from the cryogenic frost point hygrometer (CFH),

Vömel et al. (2007b) estimated that this dry bias can be as

large as 9 % of the measured humidity. This dry bias pre-

dominantly occurs between −40 and −60 ◦C, with a peak

Fig. 14. RS90 and RS92 RH sensor time constant as a function of temperature from Vaisala laboratory mea-

surements. The black data points are the same as in Fig. 2 of Miloshevich et al. (2004), where the circles

and triangles represent the mean time constants for increasing RH and decreasing RH, respectively. The red

symbols are the average of the time constant values for increasing and decreasing RH. The exponential fit is

based on the average of the time constant values for increasing and decreasing RH (red circles). The data point

at +25 ◦C is not used in the fit. The scale factor α=0.8 (dashed line) corresponds to about 2 standard deviations

below the mean, meaning that 95 % of sensors will be slightly under-corrected and 5 % will be overcorrected

(i.e., a conservative approach). The plot was provided by L. Miloshevich.
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Figure 14. RS90 and RS92 RH sensor time constant as a function of

temperature from Vaisala laboratory measurements. The black data

points are the same as in Fig. 2 of Miloshevich et al. (2004), where

the circles and triangles represent the mean time constants for in-

creasing RH and decreasing RH, respectively. The red symbols are

the average of the time-constant values for increasing and decreas-

ing RH. The exponential fit is based on the average of the time-

constant values for increasing and decreasing RH (red circles). The

data point at +25 ◦C is not used in the fit. The scale factor α = 0.8

(dashed line) corresponds to about 2 standard deviations below the

mean, meaning that 95 % of sensors will be slightly under-corrected

and 5 % will be overcorrected (i.e. a conservative approach). The

plot was provided by L. Miloshevich.

at approximately −50 ◦C. There is no physical mechanism

to account for the temperature-dependent dry bias, and it is

attributed to inaccuracies in the Vaisala calibration of the

humidity sensors (Miloshevich et al., 2006). The GRUAN

processing corrects this dry bias by multiplying with an em-

pirical correction factor which follows from linear interpola-

tion between the reference points given in Table 3. Figure 13

shows the CFH-RS92 comparisons performed at Lindenberg

and Yangjiang that were used to derive the correction factor.

The bias that occurs between −20 and −70 ◦C is attributed

to the temperature-dependent dry bias, and the value of the

correction factor is chosen to minimize this bias.

The values in Table 3 are similar to the values given

by Vömel et al. (2007b). Regular comparisons with coinci-

dent frost point hygrometer data are necessary to validate the

calibration correction because changes in the Vaisala calibra-

tion of the humidity sensors directly affect the accuracy of

the calibration correction. The calibration correction is ap-

plied prior to the corrections for the radiation dry bias and

the time-lag.

6.5 Radiation dry bias

Solar radiation heats the humidity sensors and introduces

a dry bias, because inside the warm sensor the relative hu-

midity is lower. Similar to the radiation error of the tempera-
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Table 3. Parameters for the temperature-dependent calibration correction of humidity values. The first row lists the correction factor, and the

second row the uncertainty of the correction.

Temperature [◦C] 20 0 −15 −30 −50 −60 −70 −100

Correction factor 1 1 1.02 1.04 1.06 1.07 1.05 1

Uncertainty 0.01 0.02 0.03 0.03 0.06 0.07 0.05 0.10
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Fig. 15. Effect of time-lag on the RS92 humidity profile. Left panel: comparison of RS92 humidity profile

before (black) and after (red) GRUAN time-lag correction, and coincident CFH profile (green). Middle panel:

temperature profile from RS92. Right panel: the time-lag constant τ (black) and the time-resolution of the

humidity profile after the filtering by the time-lag correction algorithm (red). The sounding was performed in

Yangjiang on 20 July 2010.
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Figure 15. Effect of time-lag on the RS92 humidity profile. Left

panel: comparison of RS92 humidity profile before (black) and af-

ter (red) GRUAN time-lag correction, and coincident CFH profile

(green). Middle panel: temperature profile from RS92. Right panel:

the time-lag constant τ (black) and the time resolution of the hu-

midity profile after the filtering by the time-lag correction algorithm

(red). The sounding was performed in Yangjiang on 20 July 2010.

ture sensor, the dry bias increases with altitude. The relative

error due to the radiation dry bias can range from 9 % at the

surface to 50 % at 15 km (Vömel et al., 2007b; Miloshevich

et al., 2009). The same approach as for the temperature is

used to estimate the heating of the humidity sensor as a func-

tion of flux, pressure, and ventilation speed. The measured

profile RHm is multiplied with a correction factor, derived

from the ratio of the saturation vapour pressure ps over wa-

ter in the heated sensor and in the ambient air:

RHc = RHm

ps(T + f1T )

ps(T )
, (5)

where RHc denotes the corrected humidity, T +f1T repre-

sents the (estimated) temperature of the humidity sensor, and

ps is calculated according to Hyland and Wexler (1983).1T

is the radiative heating of the temperature sensor calculated

from the estimated actinic flux Ia, using Eq. (1), and f is an

empirical scale factor that accounts for the higher sensitivity

of the humidity sensors to radiative heating than the temper-

ature sensor. From the comparison of daytime RH profiles

from RS92 and CFH reported by Vömel et al. (2007b) it is

estimated that the Humicap’s sensitivity to solar heating is

approximately 13 (±3) times that of the temperature sensor.

In 2006 Vaisala modified the coating on the underside of

the sensor boom, and in 2009 a reflective coating was applied

Figure 16. Corrections and their estimated uncertainties to the rela-

tive humidity. Left panel: humidity profile. Middle panel: profiles

of the corrections for the temperature-dependent calibration cor-

rection (black), radiation dry bias (blue), and time-lag (red). The

grey trace represents the total correction. Right panel: estimates of

the total uncertainty (grey) and the various contributions due to the

correction for calibration uncertainty (black), the correction for the

temperature-dependent calibration correction (blue), radiation dry

bias (red), time-lag constant u(τ) (light blue), and the statistical un-

certainty of the time-lag correction (orange). The horizontal dashed

line at 16.1 km represents the tropopause.

Table 4. Estimated sensitivity of the humidity sensor to radiative

heating, relative to the temperature sensor. The estimated radiative

heating of the temperature sensor, multiplied with the sensitivity

factor f , yields the radiative heating of the RS92 humidity sensor.

The sensitivity factor depends on production year, the right-most

column represents the uncertainty in f .

Production year Sensitivity factor f u(f )

< 2006 13 4

2006–2008 10 3

2009–present 6.5 2

to the contacts of the humidity sensors (Vaisala continuity

website, 2013). The corresponding batch numbers for these

production changes are given at Vaisala continuity website

(2013). Both changes reduced the radiation sensitivity of the

humidity sensors. This is shown in Table 4, which lists the

value of f for various production years, based on radiation

tests performed at Lindenberg. For the currently produced

RS92 radiosondes a value of 6.5 is used for f .
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6.6 Time-lag correction

The response of polymer humidity sensors slows with de-

creasing temperature, ranging from less than 1 s at +20 ◦C

to several minutes at −80 ◦C. This results in flattening and

smoothing of gradients and any structure in the humidity pro-

file at colder temperatures. Time-lag of the RS92 humidity

sensors starts to be significant at−40 ◦C, where the response

time is approximately 20 s, which decreases the vertical res-

olution of the measured humidity profile to more than 100 m.

The time-lag introduces correlated errors in the upper tropo-

sphere and tropopause region, and strongly affects the relia-

bility of stratospheric profiles.

Miloshevich et al. (2004) present tables of the humidity

sensor’s time constant between −60 and +25 ◦C that were

determined in laboratory experiments performed by Vaisala.

In the same paper, a correction algorithm for the time-lag is

proposed that is based on the numerical solution of the expo-

nential growth-law equation (Eqs. 2–4 by Miloshevich et al.,

2004). In the GRUAN correction algorithm, which is inspired

by Miloshevich et al. (2004), the time-lag is represented by

a low-pass filter with an exponential kernel:

RHm
i =

∑i
j=0RHa

j exp
(
tj−ti
τi

)
∑i
j=0 exp

(
tj−ti
τi

) , (6)

with RHm being the measured humidity, RHa the true am-

bient humidity, τ the temperature-dependent time constant,

and time t . The time-lag-corrected ambient humidity RHa∗

i

follows from inverting Eq. (6),

RHa∗

i = RHm
i +

i−1∑
j=0

(RHm
i −RH

a∗

j )exp

(
tj − ti

τi

)
. (7)

The relation between time constant τ and temperature T

(◦C) is approximated by

τ = A · exp(c0+ c1 · T ), (8)

with the parameters A= 0.8, c0 =−0.7399, and c1 =

−0.07718 as shown in Fig. 14. It is assumed that the time

constant is the same for increasing and decreasing humidity,

and the uncertainty in τ is estimated by

u(τ)= 0.5 · τ(1−A). (9)

The numeric inversion by Eq. (7) amplifies both real ef-

fects and noise. The noise is removed by a low-pass digital

filter, and its impact on the uncertainty is added to the uncer-

tainty budget. The cut-off frequency fc of the low-pass filter

is inversely proportional to the time-lag constant.

fc =
3

τ
and fc < 0.1Hz (10)

The factor of 3 prevents the removal of genuine structures

in the time-lag-corrected humidity profile when τ is large.

Using a higher cut-off frequency (i.e. using a factor larger

than 3) would enhance the structures and increase the tempo-

ral resolution of the humidity profile, at the cost of increasing

the noise of the profile as well. An important consequence of

applying the low-pass filter is that it decreases the temporal

resolution of the humidity profile to 10 s or more, depending

on the value of τ .

Figure 15 illustrates the impact of time-lag at temperatures

below −50 ◦C. A tropical sounding is displayed because

the low temperatures in tropopause region cause a strong

time-lag effect. In comparison with a coincident CFH sound-

ing, the uncorrected RS92 humidity profile above 12.5 km is

smoother, and structures that are still resolved by the CFH

begin to disappear. The left panel of Fig. 15 also shows how

the time-lag correction restores these structures, and the cor-

rected humidity profile shows good agreement with the CFH

profile.

6.7 Uncertainty estimates

An overview of the various sources that contribute to the un-

certainty budget of the humidity profile is given in Table 5

and shown in Fig. 16.

6.7.1 Instrument calibration

The calibration uncertainty is a correlated uncertainty which

applies to the entire profile. It consists of an absolute and

a relative part, and it is determined from the uncertainty spec-

ified by Vaisala and from the sensor readings in the GC25

and the SHC (if available). The GC25 RH reading, although

not applied to the correction, contributes to the calibration

uncertainty uc, absolute(cal):

uc, absolute(cal)= (11)√
u2

c + (1U1/3)2+ (1U2/3)2+ (U1−U2)
2
GC25+ (U1−U2)

2
SHC.

Here uc denotes the Vaisala-specified calibration uncer-

tainty of 1 % RH at k = 2, (U1−U2)GC25 the difference

between the humidity sensors during ground check, and

(U1−U2)SHC the difference between the humidity sensors in

the SHC.1U1 and1U2 denote the recalibration of humidity

sensor U1 and U2, respectively, and only reflect the quality

of the desiccant. Actually, these terms will not be included in

the uncertainty budget in the next version of the processing.

The relative calibration uncertainty is set to 2.5 %, but if

an additional ground check in the SHC is performed it is de-

termined from the sensor readings in the SHC:
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Fig. 17. Comparison of GRUAN data processing (GDP) and Vaisala (FLEDT) for RS92 radiosoundings per-

formed in Lindenberg in 2012. The graphs show scatter density plots of 100%× (GDP− FLEDT)/GDP for

temperature (top row) and humidity (bottom row). Data were taken from radiosoundings performed at lo-

cal midnight (00:00 UTC, left column, N = 277) and local noon (12:00 UTC, right column, N = 258). The

GRUAN and Vaisala profile data are gridded in 100 m wide altitude bins prior to comparison. The logarithmic

color scale represents the number of data points in each bin, and the solid red line represents the average. Bins

containing less than 5 data points are excluded from the plot. The tropopause (not indicated) usually resides

below 12 km.
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Figure 17. Comparison of GRUAN data processing (GDP) and Vaisala (FLEDT) for RS92 radiosoundings performed in Lindenberg in

2012. The graphs show scatter density plots of 100%× (GDP−FLEDT)/GDP for temperature (top row) and humidity (bottom row). Data

were taken from radiosoundings performed at local midnight (00:00 UTC, left column, N = 277) and local noon (12:00 UTC, right column,

N = 258). The GRUAN and Vaisala profile data are gridded in 100 m wide altitude bins prior to comparison. The logarithmic colour scale

represents the number of data points in each bin, and the solid red line represents the average. Bins containing fewer than five data points are

excluded from the plot. The tropopause (not indicated) usually resides below 12 km.
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Fig. 18. Comparison of humidity profiles from GRUAN processed RS92 and coincident frost point (FP) hy-

grometer data. Top: daytime flights, bottom: nighttime flights. Data are gridded in 500 m wide bins, and plotted

with ambient temperature as the vertical scale. The analysis is restricted to the troposphere. The solid circles

represent the relative difference RS92 – FP with respect to the FP humidity, and the bars indicate the statistical

uncertainty (standard deviation). All data presented here are for the CFH except for the NOAA FPH data from

Boulder, the number of soundings at each site is given in brackets. The approximate water volume mixing ratios

at various temperature levels are given in Table 7.
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Figure 18. Comparison of humidity profiles from GRUAN-processed RS92 and coincident frost point (FP) hygrometer data. Top: daytime

flights; bottom: night-time flights. Data are gridded in 500 m wide bins and plotted with ambient temperature as the vertical scale. The

analysis is restricted to the troposphere. The solid circles represent the relative difference RS92 – FP with respect to the FP humidity, and the

bars indicate the statistical uncertainty (standard deviation). All data presented here are for the CFH except for the NOAA FPH data from

Boulder; the number of soundings at each site is given in brackets. The approximate water volume mixing ratios at various temperature levels

are given in Table 7.
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Table 5. Sources of uncertainty for the humidity profile.

Parameter Description (Un)correlated Data field in product

uc(cal) Calibration uncertainty, absolute and relative part. correlated

uc(cc) Uncertainty of the temperature-dependent calibration correction correlated

uc(1T ) Uncertainty of the radiative heating of the RH sensor correlated

uc(RCT ) Uncertainty of dry bias due to uc(1T ) correlated

uc(RCf ) Uncertainty of dry bias due to uncertainty of radiation sensitivity factor

f

correlated

uc(RC) Total uncertainty of the dry bias

√
uc(RCf )

2+ uc(RCT )
2 correlated

uc(τ ) Uncertainty in time-lag constant correlated

uc(TL) Uncertainty in TL correction due to uc(τ ) correlated

Statistical standard deviation of each data point in profile uncorrelated u_std_RH∗

uu(RH) Statistical uncertainty of each data point in profile uncorrelated

uc(RH)
√
uc(cal)2+ uc(cc)2+ uc(TL)2+ uc(RC)2 correlated u_cor_RH∗

u(RH)
√
uc(RH)2+ uu(RH)2 – u_RH∗

∗ In the product file for version 2 the uncertainty is stored as k = 1.

Table 6. Overview of RS92-CFH dual soundings used in the comparison.

Site GRUAN site code Location Period Nnight Nday

Alajuelaa ALA 10◦ N, 84◦W July 2005, summer 2007 4 3

Yangjiang YAN 21◦ N, 112◦ E July 2010 (WMO intercomparison) 4 5

Boulderb BOU 40◦ N, 105◦W 2011–present – 16

Lindenberg LIN 53◦ N, 14◦ E 2008–present 53 44

Sodankylä SOD 67◦ N, 26◦ E 2010 (LAPBIAT) & 2012–present 11 12

a In the absence of .DC3DB files, the GDP for Alajuela is based on Vaisala EDT data.
b In Boulder the frost point hygrometer (FPH) is employed instead of CFH.
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Fig. 19. Noise of the geometric altitude derived from the pressure sensor (blue) and the GPS sensor (red).

The standard deviation is calculated using Eq. (A5) for a low-pass filter with a cut-off frequency of 0.067 Hz

(corresponding to a period of 15 s). The dashed black line indicates the altitude (15.1 km) where the switch

from pressure-based to GPS-based altitude occurs. The sounding was performed at Lindenberg on 17 September

2013, 12:00 UTC.
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Figure 19. Noise of the geometric altitude derived from the pres-

sure sensor (blue) and the GPS sensor (red). The standard devia-

tion is calculated using Eq. (A5) for a low-pass filter with a cut-

off frequency of 0.067 Hz (corresponding to a period of 15 s). The

dashed black line indicates the altitude (15.1 km) where the switch

from pressure-based to GPS-based altitude occurs. The sounding

was performed at Lindenberg on 17 September 2013 at 12:00 UTC.

uc, relative(cal)= (12)√
(U1−USHC)2+ (U2−USHC)2/USHC,

withUSHC = 100 %. The total calibration uncertainty uc(cal)

is the geometric sum of the absolute and the relative parts and

is expressed as

uc(cal)=

√
uc, absolute(cal)2+ uc, relative(cal)2 ·RH2, (13)

with RH being the observed humidity profile. If no ground

check is performed, the calibration uncertainty defaults to

4 % RH. The right panel of Fig. 16 shows that the calibration

uncertainty (black) is an important contributor to the total un-

certainty (grey) of the humidity measurement. It dominates

in the lower, warmer, part of the profile where the GRUAN

corrections are relatively small, and above the tropopause,

where the humidity has dropped to the low levels that pre-

vail in the stratosphere. In the stratosphere the calibration

uncertainty of the RS92 is comparable to the relative humid-

ity, which renders the RS92 stratospheric humidity measure-

ments statistically indistinguishable from 0 % RH.
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Fig. 20. Uncertainty profile of the geometric altitude, U(z). Between the surface and the switch altitude,

indicated by the dashed grey line, U(z) equals the uncertainty of the geometric pressure altitude, above that

U(z) equals the uncertainty of the GPS altitude. Same sounding as in Fig. 19.
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Figure 20. Uncertainty profile of the geometric altitude, U(z). Be-

tween the surface and the switch altitude, indicated by the dashed

grey line, U(z) equals the uncertainty of the geometric pressure al-

titude; above that U(z) equals the uncertainty of the GPS altitude.

Same sounding as in Fig. 19.

6.7.2 Calibration correction

The correlated uncertainty associated with the temperature-

dependent calibration correction uc(cc) is given by

uc(cc)=
u(fcc)

fcc

RH∗. (14)

Here fcc represents the calibration correction factor,

u(fcc) the uncertainty in fcc, and RH∗ the calibration-

corrected relative humidity. Table 3 shows that the uncer-

tainty associated with the calibration correction is approxi-

mately equal to the correction itself.

6.7.3 Radiation dry bias correction

The correlated uncertainty associated with the dry bias cor-

rection consists of two components, with the first component

due to the uncertainty in the estimate of the radiation tem-

perature error and the second due to the uncertainty in the

radiation sensitivity factor f .

uc(RCT )= RHm

ps(T + f (1T + u(1T )))−ps(T + f (1T − u(1T ))

2 ·ps(T )
(15)

uc(RCf )= RHm

ps(T + (f + u(f ))1T )−ps(T + (f − u(f ))1T )

2 ·ps(T )
(16)

Here RHm is the measured humidity, T the ambient tem-

perature, and ps is the saturation vapour pressure over wa-

ter according to Hyland and Wexler (1983). The uncertainty

of the radiation temperature error u(1T ) was discussed in

Sect. 5.6 and equals the geometric sum of the uncertainty

contributions listed in that section. The uncertainty in the ra-

diation sensitivity factor u(f ) is given in Table 4. The result-

ing total uncertainty of the dry bias correction is given by

Table 7. Approximate water vapour mixing ratios at the temperature

level shown in Fig. 18.

Temperature [◦C] Water vapour mixing ratio [ppmv]

–80 4–6

–60 1× 101–1× 102

–40 1× 102–5× 102

–20 1× 103–5× 103

0 3× 103–2× 104

Table 8. Summary of the uncertainty estimates for RS92 data for

GRUAN processing (second column) and for Vaisala processing

according to Vaisala (2007) (third column). The estimates for the

vertically resolved GRUAN uncertainties on temperature and hu-

midity are given for 25–30 km altitude. The GRUAN uncertainty

on pressure is given for the switch altitude. The estimates for wind

speed and direction are 1σ statistical uncertainties. The right-most

column lists the relevant sections/figures of this paper.

Parameter Uncertainty Reference

GRUAN Vaisala

Temperature (night)∗ 0.15 K 0.5 K Sect. 5.6

Temperature (day) 0.6 K 0.5 K Fig. 9

Relative humidity 3–5 % RH 5 % RH Fig. 16

Geopotential height 10-50 m – Sect. 8.3

Pressure 0.6 hPa 0.6–1 hPa Sect. 8.3

Wind speed 0.4–1 ms−1 0.15 ms−1 Sect. 9

Wind direction 1◦ 2◦ Sect. 9

∗ The GRUAN temperature uncertainty at night equals the calibration uncertainty.

the geometric sum of uc(RHT ) and uc(RHf ). The blue trace

around 10–17 km in the middle and right panels of Fig. 16

shows that the absolute uncertainty due to the dry bias cor-

rection is largest near the tropopause.

6.7.4 Time-lag correction

The uncertainties associated with the time-lag correction

function are the following:

– The correlated uncertainty due to the uncertainty in

the time constant u(τ) is evaluated as the difference

between time-lag correction profiles calculated with

τ+ u(τ) and τ − u(τ):

uc,TL = 0.5 · |RH(τ + u(τ))−RH(τ − u(τ))| , (17)

with the uncertainty u(τ) given by Eq. (9).

– The uncorrelated uncertainty of the time-lag correction

equals the statistical uncertainty (Eq. A5) that is calcu-

lated as part of the smoothing step in the time-lag cor-

rection.

The statistical uncertainty of the time-lag correction is ap-

proximately one to two times larger than the uncertainty due
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to u(τ), and it peaks at approximately 3 % RH in the coldest

part of the profile.

The middle panel of Fig. 16 shows that for this sound-

ing the time-lag correction is the dominant correction above

approximately 10 km, where it is approximately 2–3 times

larger than the dry bias correction and up to 10 times larger

than the calibration correction. Above the tropopause the

time-lag correction and the dry bias correction work oppo-

site, as the time-lag correction reduces the humidity at that

altitude, whereas the dry bias correction increases the humid-

ity.

The right panel of Fig. 16 shows that the correlated and un-

correlated uncertainties of the time-lag correction obviously

peak where the time-lag correction itself is largest.

6.8 Integrated precipitable water column

The integrated precipitable water column (IPW) is retrieved

from a radiosounding by summing the partial IPWs for each

observation.

IPW=
Rd

mH2O

·

N∑
i=0

ps(Ti) ·RHi

Ti
, (18)

withRd being the gas constant for dry air, 287.04 Jkg−1 K−1;

mH2O the molecular mass of water, 18 gmol−1; ps the satura-

tion vapour pressure in hPa, calculated according to Hyland

and Wexler (1983); and T the ambient temperature in K. The

uncertainty of IPW is composed of the uncertainty in RH and

the uncertainty in ps due to the uncertainty in the ambient

temperature. The major part of the IPW is contained in the

lower part of the troposphere, say below 4 km, where effects

like time-lag and radiation dry bias are small, and the un-

certainty in RH is dominated by the calibration uncertainty,

which typically amounts to 3 % RH. The uncertainty in the

ambient temperature accounts for 1 % uncertainty in IPW,

and the total uncertainty in IPW amounts to 4–5 % RH.

7 Comparisons

7.1 GRUAN–Vaisala

In Fig. 17 the GRUAN data product is compared to the

Vaisala product (FLEDT, DigiCora software version 3.64,

however without the corrections for radiative heating that

were introduced in 2011) for daytime and night-time sound-

ings performed in Lindenberg in 2012. The GRUAN pro-

files used in this comparison have passed the GRUAN quality

control (Sect. 4.1).

Figure 17 indicates good correspondence of the night-time

temperature throughout the entire profile, which is expected

because for night-time soundings the GRUAN radiation cor-

rection is identical to the Vaisala correction. During daytime

the temperature difference between GRUAN and Vaisala is

less than 0.05 K up to 25 km but increases above this altitude

with the GRUAN temperature to more than 0.05 K colder

than Vaisala at 30 km (see also Fig. 7).

The bottom panels of Fig. 17 shows that the average

GRUAN humidity profile is moister than that of Vaisala. For

night-time measurements the difference increases from 0 %

at the surface to approximately 7 % near the tropopause at

10 km. The sudden decrease of the GRUAN–Vaisala differ-

ence at the tropopause (around 12 km) is due to the time-lag

correction. In other parts of the troposphere the ambient tem-

peratures either are too high for the time-lag effect to be rel-

evant or the net effect of the time-lag correction averages out

as a result of the random variation of the humidity gradients

among the measurements.

The comparison of the daytime humidity profiles (lower

right panel of Fig. 17) shows that the difference between

GRUAN and Vaisala steadily increases between the surface

and upper troposphere. In the troposphere, the daytime dif-

ference is approximately two times larger than at night (7 %

vs. 15 % at 10 km), clearly a result of the daytime dry bias

correction. The levelling-off at the tropopause is again the

result of the time-lag correction, and after this the differ-

ence increases because of the dry bias correction. As noted in

Sect. 6.7, RS92 measurements of stratospheric humidity are

in principle meaningless because of the 100 % uncertainty of

the measured values.

7.2 GRUAN RS92 – frost point hygrometers

RS92 observations are compared to coincident reference

measurements from two frost point hygrometers (FPs), the

CFH and NOAA frost point hygrometer (FPH). FPs mea-

sures the dew/frost point of the ambient air with an accuracy

of approximately 0.5 K and with a response time between

1 s in the troposphere and better than 20 s in the stratosphere

(Vömel et al., 2007a). The locations of the sites at which

coincident RS92-FP soundings were performed range from

tropical to Arctic (Table 6). At Lindenberg, Sodankylä, and

Boulder, dual soundings are performed on a regular basis.

The RS92 profiles are processed by the GRUAN process-

ing system, prior to comparison with the coincident CFH and

FPH measurements. For the Alajuela soundings no .DC3DB

data files are available. Instead edited Vaisala EDT product

files are used that contain additional information on ground

check corrections.

Figure 18 shows the comparison of GRUAN RS92 hu-

midity profiles with coincident FP measurements. The com-

parison of the daytime data shows good agreement between

GRUAN RS92 data and FP, with relative differences of less

than 10 % between the surface and the tropopause. However,

the RS92 data at Boulder for temperatures below−40 ◦C ex-

hibit a systematic dry bias of 10–15 % with respect to the

NOAA FPH data. The night-time comparison shows good

agreement between GRUAN RS92 profiles and CFH data up

to −30 ◦C, with a relative difference less than 10 % for all
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sites (night-time soundings are not regularly performed in

Boulder). For reference, the approximate water volume mix-

ing ratios for the data presented in Fig. 18 are listed in Table 7

for various temperature levels.

Between −30 and −50 ◦C there is a systematic dry bias in

the night-time RS92 data for all sites, which peaks at approx-

imately 5 % around −40 ◦C. A similar structure is observed

between −30 and −50 ◦C in the daytime Lindenberg data,

but not for the other sites. This systematic bias resembles the

empirical temperature-dependent calibration error reported

by Vömel et al. (2007b), which is attributed to inaccuracies in

the Vaisala calibration of the humidity sensor (Miloshevich

et al., 2006). A correction for the temperature-dependent cal-

ibration error is already applied in the GRUAN processing,

but its coefficients (Table 3) were derived from a data set that

was considerably smaller than the one shown in Fig. 18.

The spread of the relative difference between GRUAN and

FP humidity amounts to 20–25 % in the upper troposphere

(around T =−60 ◦C), which is consistent with the uncer-

tainty of the humidity above 10 km (Fig. 16).

8 Geopotential height

The RS92 is equipped with both a pressure sensor and a GPS

receiver, which provide two independent methods to retrieve

the vertical coordinate. The GPS receiver provides geometric

altitude above the WGS-84 reference ellipsoid at an accuracy

of roughly 10–20 m. The accuracy of the pressure sensor is

1 hPa for p > 100 hPa and 0.6 hPa for p < 100 hPa (Vaisala,

2007). For radiosoundings, the vertical coordinate usually is

expressed as geopotential height, due to its suitability for me-

teorological models. The geopotential height can be calcu-

lated either from the pressure or from the geometric altitude.

Using these relationships in reverse, the pressure can be also

inferred from the geometric altitude. In accordance with the

GRUAN philosophy, this measurement redundancy is used

to determine the vertical coordinate.

The calculation of the geopotential height from pressure

measurements is given in Appendix B4.

8.1 GPS-based altitude

For radiosondes equipped with a GPS receiver, such as the

RS92, it is possible to determine the geopotential height

from the GPS readings using Eq. (B7). However, we have

discovered that the GPS receiver of the RS92 has accuracy

problems (jumps of several decametres) in the first few kilo-

metres above ground level, presumably due to interference

by GPS signals that are reflected by the surface. Therefore,

the GRUAN processing uses both the pressure and the GPS

receiver to construct the altitude scale, using the highest-

quality data available in two altitude ranges. Pressure read-

ings are used at lower altitudes due to their better signal-to-

noise ratios at high pressures, and at higher altitudes the GPS

readings are used. The GRUAN processing uses the GPS-

based WGS-84 altitudes, zGPS, that are calculated from the

xyz data in the GPSDCC_RESULT table. The WGS-84 al-

titude data are converted to geometric altitude by correcting

these using the geometric altitude derived from the pressure

measurements, instead of correcting using the station’s GPS

receiver, as is done in the Vaisala processing. This means that

the accuracy of the altitude scale is directly connected to the

accuracy of the pressure measurements, and therefore it is

essential that reliable metadata are available concerning the

altitude and accuracy of the station barometer and the altitude

of the GC25 unit.

8.2 GRUAN processing

The GRUAN processing uses the following steps to construct

the geopotential height from the pressure and the GPS data,

which will be further explained below.

1. Calculate the geometric altitude zp from the pressure

data.

2. Estimate the noise in zp and zGPS.

3. Determine the altitude where the noise in zp exceeds the

noise in zGPS (“switch altitude”).

4. Determine the offset between zp and zGPS at the switch

altitude.

5. Join zp and zGPS at the switch altitude: z=

[zp,zGPS+ offset].

6. Convert geometric altitude z into a smoothed pressure

profile using Eq. (B6).

7. Calculate the geopotential height from the smoothed

pressure profile using Eq. (B3).

This scheme uses the redundant altitude measurements by

the pressure and GPS receiver, and improves the limited ac-

curacy of the RS92 GPS data in the first few kilometres, as

well as the limited accuracy of the pressure sensor near the

ceiling altitude. As a result the geopotential height, the geo-

metric altitude and the pressure scale are all consistent.

The noise in zp and zGPS is the statistical noise calculated

for a 100-point-wide window, using Eq. (A5). This noise rep-

resents the random uncertainty in the geometric altitudes.

Figure 19 shows the noise profiles of zp and zGPS; this il-

lustrates the better signal-to-noise performance of the pres-

sure sensor in the lower half of the sounding. The switch

between pressure sensor and GPS data (switch altitude) oc-

curs at the first level above 3 km where the statistical noise

of zGPS, ur(zGPS), exceeds the statistical noise of zp, ur(zp),

by less than 20 %. The switch altitude lies mainly between 9

and 17 km. In the profile shown in Fig. 19 the switch altitude

is at 15.1 km. The offset has a typical value of approximately

50 m.
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8.3 Corrections and uncertainties

Inaccuracies and uncertainties of the pressure measurements

directly affect the accuracy and uncertainty of the geopoten-

tial height. The calibration uncertainty of the pressure sen-

sor is composed of the uncertainty given by Vaisala and the

uncertainty of the station barometer which is used to recali-

brate the pressure sensor during the ground check. A possible

bias of the pressure sensor is determined from the compari-

son with the GPS data, as will be discussed below.

During ground check the pressure sensor is recali-

brated against the station barometer. The ratio of the

readings of the station barometer and the RS92 pres-

sure sensor during ground check yields a correction factor

c =pstation/pRS92,GC25, which the DigiCora software applies

to the entire pressure profile during the data recording. These

recalibrated pressure data are used in the GRUAN process-

ing.

8.3.1 Uncertainty in launch altitude

The station barometer and launch site may be at different

elevations; e.g. at Lindenberg observatory this altitude dif-

ference is approximately 10 m. Therefore the altitude of the

launch site h0 is calculated from the pressure difference be-

tween the sonde’s first pressure reading after launch and the

simultaneous reading of the station barometer, using the hy-

drostatic equation

h0 = hstation+ 100 ·
pstation−plaunch

ρ0γ (hstation,φstation)
. (19)

Here, γ (hstation,φstation) is the local gravity, and ρ0 is the air

density at the launch site, which is derived from the sonde’s

pressure and temperature reading at launch. The uncorrelated

uncertainty Uu(h0) of h0 is the geometric sum of the uncer-

tainty of the station barometer and the random noise of the

pressure sensor at launch ur(pl).

uu(h0)=

√
u2

u, launch
(zp)+ (100 · ur(pl)/(ρ0γ (hstation,φstation)))

2 (20)

ur(pl) is determined statistically from 100 pressure readings

prior to launch and from the noise in the lowest part of the

pressure–altitude profile, under the implicit assumption that

the ambient pressure is stable during the final 2 min before

launch. The uncertainty of the station barometer includes the

uncertainty at which its altitude is known.

8.3.2 Uncertainty of the pressure sensor

The correlated uncertainty of the pressure sensor after

the ground check recalibration is the geometric sum of

the absolute calibration uncertainty of the pressure sensor,

ucal = 0.4 hPa (k = 2) (Vaisala, 2007), and the difference be-

tween station barometer and the RS92 pressure sensor during

ground check:

uc,GC25(p)=

√
u2

cal+ (1pGC25/3)2. (21)

The factor of 3 in the denominator of 1pGC25 is in accor-

dance with Sect. 4.4.5 of JCGM/WG 1 (2008).

The altitude-dependent bias of the pressure sensor is deter-

mined by comparing the geometric pressure altitude zp and

the recalibrated GPS altitude zGPS along the entire profile,

using the barometric equation

1p = p

[
exp

(
γ1z

RdT

)
− 1

]
with 1z= zp− zGPS. (22)

The bias1p adds to the correlated uncertainty of the pres-

sure Uc(p). Below the switch altitude1p is linearly interpo-

lated to the calibration uncertainty Uc,GC25(p) at the surface.

8.3.3 Uncertainty of the geometric pressure altitude

The uncertainty of the geometric pressure altitude consists of

a random and a correlated component, with the random com-

ponent the statistical noise of zp. The correlated component

follows from evaluating the effect of the bias of the pressure

sensor 1p:

uc(zp)= 0.5× (z(p+1p)− z(p−1p)), (23)

where Eq. (B3) with γ (z,φ) given by Eq. (B5) is used to

calculate the geometric pressure altitude.

The cumulative uncertainty in the geometric pressure alti-

tude follows from the geometric sum of all components:

u(zp)=

√
uu(h0)2+ ur(zp)2+ uc(zp)2, (24)

where uu(h0) is given by Eq. (20). The uncertainty in the

launch altitude and the random uncertainty in the geometric

pressure altitude are small (< 2 m) compared to the corre-

lated uncertainty uc(zp), meaning that the uncertainty of the

geometric pressure altitude u(zp) basically is determined by

the bias of the pressure sensor 1p.

8.3.4 Uncertainty of the GPS altitude

The random uncertainty of the GPS altitude is the statisti-

cal noise of zGPS. The correlated uncertainty of zGPS is the

uncertainty of the recalibration (offset) at the switch altitude,

which is applied to the entire GPS altitude profile. The uncer-

tainty of this offset is composed of the statistical uncertainty

of zp − zGPS at the switch altitude, uc(offset), and the cor-

related uncertainty of the geometric pressure altitude at the

switch altitude uc, switch(zp). The cumulative uncertainty of

the GPS altitude is given by

u(zGPS)=

√
ur(zGPS)2+ uc(offset)2+ uc, switch(zp)2. (25)

The random uncertainty of the GPS altitude is small com-

pared to the correlated uncertainties. This means that u(zGPS)

is nearly constant along the profile, with its value determined

by the uncertainties uc(offset) and uc, switch(zp) at the switch

altitude.
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8.3.5 Cumulative uncertainties

The resulting uncertainty profile of the geometric altitude,

u(z), is constructed from u(zp) below the switch altitude and

u(zGPS) above. From this the uncertainty of the pressure is

calculated, using the barometric equation

u(p)=−
γ45 ·p

Rd · T
· exp

(
−
γ45 · dz

Rd · T

)
· u(z). (26)

This is added to the uncertainty of the pressure sensor

uc,GC25(p) to yield the total altitude-dependent uncertainty

of the pressure. The uncertainty of the geopotential height is

identical to the uncertainty in the geometric altitude.

Figure 20 shows that the uncertainty u(z) increases with

altitude below the switch altitude, which reflects the increas-

ing importance of the pressure sensor’s inaccuracy with de-

creasing pressure. The uncertainty u(z) at the switch altitude

is determined by the bias of the pressure sensor (Sect. 8.3.3).

Above the switch altitude, the uncertainty is constant and de-

termined by the uncertainty of the offset between the geo-

metric pressure altitude and the GPS altitude at the switch

altitude (Sect. 8.3.4). The uncertainty u(z) at the switch al-

titude is different for each sounding, and its value typically

ranges from 10 to 50 m. The uncertainty u(p) at this altitude

typically is around 0.6 hPa.

9 Wind

The DigiCora system retrieves the magnitudes of the zonal

and meridional wind vectors, u and v respectively, from the

Doppler shift in the GPS carrier signal. In the GRUAN pro-

cessing, these vectors are smoothed and converted into wind

speed and direction.

The raw data of the vector components u and v are noisy

due to the radiosonde’s pendulum motion and the noise of

the GPS data. The noise in u and v is reduced by a low-

pass digital filter, similar to the one employed in the time-lag

correction (Sect. 6.6). This smoothing reduces the temporal

resolution of the wind data to 40 s and provides the statistical

uncertainties δu and δv (see Eq. A5), which are 0.4–1 ms−1.

This labelling of the uncertainty is used to distinguish it from

the wind vector components u and v.

Using these statistical uncertainties, the uncertainty of the

wind direction u(φ) is given by

u(φ)=
180

π

√
δ2
u+ δ

2
v

(1+ (u/v)2)|v|
(27)

and the uncertainty of the wind speed u(s) by

u(s)=

√
(uδu)

2
+ (vδv)

2

u2+ v2
. (28)

Typical values of these uncertainties are 0.4–1 ms−1 for

u(s) and 1◦ for u(φ).

In the case of negligible wind, when u and v approach 0,

the value of Eq. (27) becomes very large because of the factor

v in the denominator. For such cases, the absolute value of

u(φ) is limited to 180◦.

10 Summary and outlook

Currently, 13 out of 15 GRUAN sites launch the RS92 on

a regular basis. Other radiosondes that are employed include

Meteolabor SRS34, Modem M10, and Meisei RS-11G. The

GRUAN data product for the Vaisala RS92 radiosonde was

developed to meet the criteria for reference measurements:

traceability, the availability of metadata, and best estimates

of the measurement uncertainty. Traceability in this respect

means the use of well-documented correction algorithms and

that the measurements are traceable to SI standards. In this

paper the algorithms that are used in version 2 of the GRUAN

processing were described, together with a discussion of the

estimated measurement uncertainties. Earlier studies have

shown that the dominant error sources for the RS92 tempera-

ture and humidity measurements are solar radiation, causing

a temperature error and a dry bias, and time-lag of the hu-

midity sensor. A novel aspect of the GRUAN data product is

the availability of vertically resolved uncertainty estimates.

Laboratory experiments were performed in Lindenberg to

measure the response of the RS92 sensors to solar irradi-

ance at various ambient pressures. These resulted in a ra-

diation correction model that depends on pressure, ascent

speed, and simulated actinic flux. The GRUAN correction for

the radiation temperature error is consistent with the Vaisala

correction, meaning that the Vaisala correction is within the

GRUAN uncertainty range.

The differences between daytime temperature profiles pro-

cessed by GRUAN and Vaisala are consistent with the differ-

ence between the respective radiation correction models, and

they are within the estimated uncertainty of 0.3 K at 30 km.

The Vaisala GC25 recalibration of the humidity sensors

is not applied in the GRUAN processing because the recal-

ibration introduces a systematic bias in the entire humidity

profile.

The correction for the radiation dry bias uses the same

method as the radiation temperature correction to estimate

the heating of the sensor, with an additional factor to account

for the larger sensitivity of the humidity sensor to irradiance.

Near the tropopause, the time-lag correction is the dominant

correction to the humidity, being up to three times larger than

the dry bias correction. However, the uncertainty associated

with the time-lag correction is smaller than the uncertainty

of the dry bias and temperature-dependent calibration cor-

rections. In the lower part of the sounding the calibration un-

certainty of the humidity sensor dominates. Comparison of

GRUAN- and Vaisala-processed data shows that night-time

GRUAN profiles are up to 5 % moister than Vaisala in the up-

per troposphere, which is due to the temperature-dependent
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calibration correction. For daytime data the GRUAN profiles

are up to 15 % moister due to the additional dry bias correc-

tion.

The calibration uncertainty of the humidity sensors is the

dominant uncertainty for the retrieval of the integrated pre-

cipitable water column from radiosoundings, which is 4–5 %.

The uncertainties and corrections to the humidity profile limit

the accuracy of the measurement of water vapour in the up-

per troposphere, thereby directly affecting the estimate of the

radiation balance.

Redundant measurements with different instrument types

are needed to detect systematic biases. Comparison of

GRUAN humidity profiles with frost point hygrometer (CFH

and NOAA FPH) data shows agreement within 15 % up to

the tropopause. No systematic biases occur, apart from a 5 %

dry bias for GRUAN data around −40 ◦C at night.

The geopotential height is determined from both the pres-

sure sensor and the GPS data. In the lower half of the sound-

ing the pressure sensor is used because of its better signal-

to-noise performance. The uncertainty of the geopotential

height is approximately 1 m near the surface, and it increases

to approximately 30 m in the stratosphere. The calibration

of the altitude scale is tied to the station barometer, which

necessitates reliable metadata regarding its altitude and ac-

curacy.

Table 8 summarizes the uncertainty estimates of the PTU,

geopotential height, and wind parameters that were presented

in this paper and lists these together with the numbers given

in Vaisala (2007). The GRUAN and Vaisala uncertainty es-

timates for temperature, humidity, pressure, and wind direc-

tion are consistent. The GRUAN temperature uncertainty at

night equals the calibration uncertainty, due to the absence of

the radiation correction. The GRUAN uncertainty estimate

for the wind speed (up to 1 ms−1) is considerably larger than

the Vaisala uncertainty (0.15 ms−1).

10.1 Consequences for sounding operations

Based on the topics discussed in this paper, we define the

following recommendations for performing reference ra-

diosoundings:

– We strongly recommend an additional ground check for

radiosondes in the standard humidity chamber, as this

helps to track changes in the RS92 humidity sensors.

Analysis of the SHC checks performed at Lindenberg

shows that the bias of the RS92 humidity sensor at

100 % RH has drifted by 4 % over 8 years. Such sys-

tematic effects of instrumental origin are important for

observing climate trends.

– The proper operational procedure for preparing the ra-

diosonde as prescribed by the manufacturer should be

followed. The additional ground check in the SHC

revealed that at one GRUAN station the reconditioning

of the sensors was skipped, leading to a dry bias of sev-

eral percent RH.

– The recalibration of the humidity sensors in the GC25

calibration unit should be reversed before processing the

raw data because the recalibration introduces a system-

atic bias in the humidity profile. The Vaisala processing

software applies the GC25 recalibration to the raw data

before it is stored. It is not possible to read raw data

from the sensor without the application of the recali-

bration. To get true raw measurements, the recalibration

must be unapplied, which is possible because the recali-

bration corrections are stored as metadata in the Vaisala

.DC3DB data file.

– Balloons should be filled with enough lifting gas to en-

sure an ascent speed between 5 and 7 ms−1 – in accor-

dance with the WMO recommendation – as too-low as-

cent speeds lead to larger temperature errors due to ra-

diation.

– Rigs with multiple instruments should be configured so

as to minimize additional radiation on the RS92 sensors

by reflection from the styrofoam housing, as this leads

to biases in the temperature and humidity profiles.

– In order to minimize temperature spikes, an unwinder

of sufficient length (> 30 m) should be used.

For comparisons with Vaisala-processed data one should

use data from the FLEDT table, where the relative humidity

data are stored as floating point numbers, instead of the EDT

table, where the RH data are stored as integers.

10.2 Future improvements to data processing

For the next version of the GRUAN data processing for the

RS92 the following improvements are foreseen:

– use of the measurement data from the additional ground

check in the SHC to correct (scale) the humidity profile;

– an update of the radiation temperature error correction,

based on additional experiments and analyses of the ra-

diation temperature error;

– an update of the coefficients of the temperature-

dependent calibration correction based on the currently

available intercomparisons between RS92 and frost

point hygrometer data.

After the implementation of these improvements in the

processing, the GRUAN sounding archive will be repro-

cessed, resulting in an updated, homogeneous data set, which

is a consequence of the GRUAN philosophy to store raw

measurement data and the associated metadata. The GRUAN

approach also provides guidelines for dealing with the limi-

tations of in situ measurements – namely by characterizing,
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and correcting for, error sources and by providing best possi-

ble estimates of vertically resolved measurement uncertain-

ties. Furthermore, GRUAN-stipulated measurement redun-

dancy is essential for validating data and characterization of

error sources. It is our aim that the GRUAN data processing

described in this paper sets an example for other observa-

tional meteorological data products. GRUAN data are avail-

able at www.gruan.org/data.

Atmos. Meas. Tech., 7, 4463–4490, 2014 www.atmos-meas-tech.net/7/4463/2014/
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Appendix A: Uncertainty formulas

For a set of measurements S with zero expectation value the

bias b is given by

b =
1

N

N∑
i

si (A1)

and the uncertainty u(b) of the bias is estimated by calculat-

ing the statistical uncertainty of the average (Sect. 4.2.3 of

JCGM/WG 1, 2008):

u(b)=

√√√√ 1

N(N − 1)

N∑
i

(si − b)
2
=

σb
√
N
, (A2)

with σb being the standard deviation of the ensemble.

Smoothing, or low-pass filtering, involves convolving the

data points of the profile with a Gaussian-shaped averaging

kernel c of 2M + 1 elements.

si =

M∑
j=−M

cj si+j (A3)

The kernel is normalized (
∑
cj = 1) and symmetric

(c−j = cj ), and the kernel width is related to the smooth-

ing power of the filter; i.e. the wider the kernel, the smoother

the filtered signal. In order to calculate the standard devia-

tion when filters with non-identical kernel elements are em-

ployed, the effective sample size N ′ is introduced:

N ′ =

(
M∑

j=−M

c2
j

)−1

. (A4)

For a low-pass filter, N ′ corresponds to the width σ of

the Gaussian-shaped kernel function. The estimated statis-

tical uncertainty of the smoothed data point s̄i is then given

by

u(s̄i)=

√√√√ N ′

N ′− 1

M∑
j=−M

c2
j (si+j − s̄i)

2. (A5)

Uncertainties from independent sources that all pertain to

the same measurement parameter can be added geometrically

to yield the total uncertainty of that parameter:

u(x)=

√∑
f

u(xf )2, (A6)

where f denotes a source of uncertainty.

Appendix B: Geopotential height

B1 Geopotential height from pressure

The geopotential height H is calculated by integrating the

local gravity normal to the geoid γ (z,φ) between mean sea

level (z= 0) and the geometric altitude (z= Z):

H(Z,φ)=
1

γ45

Z∫
0

γ (z,φ)dz, (B1)

with φ being the geographic latitude, and γ45 =

9.80665 ms−2 the normal gravity at 45.542◦ latitude.

Rewriting the hydrostatic equation using the ideal gas law

to eliminate the density gives the geopotential in differential

form:

γ (z,φ)dz=−RdTv

dp

p
, (B2)

with p being pressure; Rd the gas constant for dry air

287.04 Jkg−1 K−1; and Tv the virtual temperature. Inte-

gration and division by γ45 yields the hypsometric equa-

tion, with which the geopotential height difference between

two radiosonde measurements can be calculated using the

observed pressure, temperature, and RH only (Hofmann-

Wellenhof and Moritz, 2006).

1H1,2 =
Rd

γ45

T vlog10

(
p1

p2

)
(B3)

Here T v denotes the average virtual temperature between

pressure levels p1 and p2. The virtual temperature accounts

for water vapour and as such amends the gas constant for dry

air. It is given by

T v =
T

1− 0.01 ·RH(1− 0.622)ps/p
, (B4)

with ps being the saturation pressure for water vapour at tem-

perature T , and 0.622 the ratio of the molar masses of wa-

ter vapour and dry air. The average temperature of the layer

is T = (T1+ T2)/2, and the average pressure is p =
√
p1p2.

Subsequently, the geopotential height at a certain radiosonde

level is obtained by summing Eq. (B3) for all measurements

between the surface and the desired level and adding the

geopotential height of the launch site. In case of prolonged

data gaps, the T and RH profiles need to be interpolated be-

tween the available measurements, and failure to detect the

real structure of the profiles within the gaps will introduce an

error in the retrieved geopotential height above these gaps.

B2 Geometric altitude from pressure

The geometric altitude derived from the pressure measure-

ments zp is calculated using Eq. (B3), where γ45 is replaced

by γ (zj ,φ). γ (zj ,φ) is given by the Western European Legal

Metrology Cooperation (WELMEC) formula (Thulin, 1992):

γ (zj ,φ)= 9.780318 · (1+ 5.3024 · 10−3sin2(φ) (B5)

− 5.8 · 10−6sin2(2φ))− 3.085 · 10−6zj .

In order to prevent recursive calculation, zj is taken from

the GPS-based geometric altitude zGPS.
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B3 Pressure from geometric altitude

The pressure difference between two altitude levels is calcu-

lated by inverting Eq. (B3), yielding the barometric equation,

and using γ (z,φ) (Eq. B5) instead of γ45:

1pj = pj

[
exp

(
γ (zj ,φ) ·1zj

Rd · T v,j

)
− 1

]
. (B6)

B4 Geopotential height from geometric altitude

For the calculation of the geopotential height from the

geometric height, the altitude dependence of the gravity

γ (z,φ) and the latitude dependence of the Earth’s radius

R(φ) should be taken into account (Hofmann-Wellenhof and

Moritz, 2006).

H(Z,φ)=
γs(φ)

γ45

·
R(φ) ·Z

R(φ)+Z
(B7)

Here γs(φ) is Somigliana’s equation for normal gravity of

the surface of an ellipsoid:

γs(φ)= γe

 1+ ks · sin2(φ)√
1− e2 · sin2(φ)

 , (B8)

with ks = 1.9318× 10−3 being Somigliana’s constant, e =

0.081819 the eccentricity of the WGS-84 ellipsoid, and γe =

9.780325 ms−2 the equatorial gravity. The Earth’s radius

R(φ) is approximated by

R(φ)=
6378.137

1.006803− 0.006706 · sin2(φ)
km. (B9)
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