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Abstract 

Blind receiver technologies for paired carrier multiple access (PCMA) signals have 
always been a challenging task with many technical difficulties, among which the esti-
mation of modulation parameters is a fundamental but important element. Despite 
some achievements in previous studies, more systematic and sophisticated estimation 
methods have not been adequately investigated. In this paper, schemes for the blind 
estimation of the symbol timing phase, amplitude attenuation, frequency offset, 
and carrier phase for PCMA signals in satellite communications are proposed. The 
data flow transmitted in satellite communication often has a certain frame struc-
ture, the most important of which is the synchronization data, namely the so-called 
cycle features. The proposed schemes assume that the modulated signals have fixed 
frame length and frame sync code and that the symbol rate has been estimated 
when the signals are encoded asynchronously. Distinct from the previous methods, 
our schemes exploit the sync waveform and the overlapping waveform, which are 
estimated via singular value decomposition (SVD) (using the frame cyclic features) 
and interference cancelation, together with their demodulation results as aid data, 
for the estimation of the desired parameters. The simulation results demonstrate 
that the schemes are effective in the parameters estimation of PCMA signals and out-
perform the comparison algorithms.

Keywords:  PCMA, Blind receiver, SVD, Frame cyclic features, Parameters estimation

1  Introduction
Paired carrier multiple access (PCMA) is a frequency-domain multiplexing multiple 
access technology for satellite communication proposed by ViaSat [1]. In the PCMA sys-
tem, the satellite transponder retransmits its received uplink signals from the ground 
stations, assigning them to a common time–frequency resource in the downlink without 
any demodulation or reconstruction, in another word, the ground station would receive 
the mixture of local signal (self-interference signal) and far-end signal (useful signal) at 
the same frequency. In contrast to any other communications, it relies on self-interfer-
ence cancelation (SIC) to separate the signals from different base stations. The SIC pro-
cess involves subtracting the own transmitted signal from the received signals so that 
the far-end signals from the other base stations can be extracted. This makes PCMA an 
attractive option for satellite communications, as it allows two users to share a common 
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time–frequency resource, thereby improving the frequency band utilization. However, 
a third receiver may acquire the downlink signal without any prior knowledge; in other 
words, the reception is “blind.”

Various separation approaches have been proposed to perform joint demodulation of 
the two overlapping signals [2–7]. With the development of deep learning, back propa-
gation (BP) neural network and other deep learning models have been applied to the 
blind separation of PCMA signals [8]. Nevertheless, such approaches necessitate a 
familiarity with the channel and signal parameters, of which the estimation schemes are 
worth exploring.

The most common method to estimate the PCMA signal and channel parameters is 
based on cyclic statistics [9–11] and the maximum-likelihood (ML) criterion [12]. The 
cyclic statistics-based methods could be applied to most types of PCMA signals. How-
ever, owing to terrific amounts of cross terms emerging after M-power operation in 
high-order modulated PCMA signals such as 8 phase-shift keying (8PSK), the frequency 
offset estimation (FOE) algorithm is rendered inapplicable. Fortunately, the data-aided 
(DA) ML algorithm in [12] was able to successfully address the FOE issue associated 
with 8PSK-modulated PCMA signals, which can be also applied to low-order modu-
lated PCMA signals. However, sync code is required to make the algorithm work, while 
it is not available in the totally blind scenario. In this case, the frame structure features 
of the signals can be used to obtain the method to solve the problem. Because of the 
cyclic characteristics of the frame synchronization data, it is possible to be estimated. 
In this paper, an approach is given to obtain the sync waveform using the singular value 
decomposition (SVD) method which is a popular technology for multi-channel signal 
processing [13]. Then, the waveform overlapping with the sync waveform is recovered 
via interference cancelation. Symbol timing phase is estimated by modified O &M algo-
rithm [14]. Furthermore, as the waveforms demodulated, amplitude attenuation, fre-
quency offset, and carrier phase could be estimated, using the demodulation results 
as aid data. Hence, parameters estimation of the PCMA signal under the condition of 
totally blind reception is realized.

Compared to the existing DA methods, our scheme solved the problem of aid data 
estimation and the utilization of overlapping waveform boosts the accuracy. The advan-
tage compared to the cyclic statistics-based algorithms is that the introduction of aid 
data makes the algorithm more reliable and robust. Therefore, the scheme proposed in 
this paper has made significant progress in the parameters estimation of PCMA signals 
and outperforms the comparison algorithms.

In this paper, it is assumed that the modulated signals have a fixed frame length and 
frame sync code, provided that the signals have been encoded asynchronously. As we all 
know, frame synchronization is a common technology which is widely employed in sat-
ellite communications. In other words, it is reasonable to assume that most of the satel-
lite signals might be designed with frame structure and sync codes. In addition, the sync 
codes are relatively shorter compared to the information codes and two signals are emit-
ted by the ground stations independently. So, the signals are encoded asynchronously in 
high probability. Moreover, it is assumed that the channel is slowly time-varying, mean-
ing that its parameters remain constant during the observed signal segments of the suit-
able size. In view of the wide application of amplitude and phase modulation (APM) in 
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PCMA systems (e.g., BPSK, QPSK, 8PSK, 8QAM, 16QAM, etc.), APM-modulated sig-
nals are assumed. The symbol rate can be estimated based on cyclic statistics [9], so the 
symbol rate is assumed as a known condition.

The rest of this paper is organized as follows. Section 2 presents the signal model and 
some significant assumptions. Section 3 introduces the sync waveform and overlapping 
waveform estimation method. Sections 4 and 5 propose estimation algorithms for the 
symbol timing phase, amplitude attenuation, frequency offset, and carrier phase. Sec-
tion 6 presents the method of overlapping waveform demodulation. Complexity analysis 
of the proposed method is offered in Sect. 7. Section 8 provides the simulation results, 
demonstrating the effectiveness of the proposed schemes. Finally, Sect.  9 presents the 
conclusions.

2 � Signal model
In the equivalent complex baseband domain, the received mixture of two adjacent-fre-
quency APM-modulated signals can be expressed as

where hi , ωi , and θi are the amplitude attenuations, residual frequency offsets, and initial 
phases of the two APM signals, respectively. v(t) denotes complex additive white Gauss-
ian noise (AWGN) with zero mean and variance of σ 2

v  , and xi(t) are defined as

where si(n) are equiprobable, independent, and identically distributed (i.i.d.) random 
sequences with unit energy, transmitted by the two APM signals, gi(t) are the pulse 
responses of the equivalent channel filters, T is the symbol period, and τi are the symbol 
timing phases with an interval of [0, T).

Sampling the signal at period Ts = T/p , where p is the up-sample times and an inte-
ger, the durations of the equivalent channel filters are assumed as [−L1T , L2T ] , and the 
resulting discrete-time signal can be written as

where k = 0, 1, 2, . . . represents the indices of symbols, l = 0, 1, . . . , p− 1 , 
yk(l) = y[(k + l/p)T ] , vk(l) = v[(k + l/p)T ] . With L = L1 + L2 + 1 , we can define L× 1 
equivalent channel response vector as follows:

The input symbol vectors during the kth symbols are denoted as

yk(l) can be rewritten as

(1)y(t) = h1e
j(ω1t+θ1)x1(t)+ h2e

j(ω2t+θ2)x2(t)+ v(t)

(2)xi(t) =
+∞

n=−∞
si(n)gi(t − nT − τi)

(3)yk(l) =
2∑

i=1

[hiej[ωi(k+l/p)T+θi]
L2∑

m=−L1

si(k +m)gi(−mT + lT/p− τi)] + vk(l)

(4)gi,l = [gi(L1T + lT/p− τi), . . . , gi(−L2T + lT/p− τi)]
T

(5)si,k = [si(k − L1), . . . , si(k + L2)]T
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ȳk(l) represent the useful signals.
Sampling the signal at symbol period T, the discrete-time signal can be written as

x
(i)
T (k) and vT (k) satisfy

3 � Sync waveform and overlapping waveform estimation
Representatively, we could assume that the two overlapping signals possess the same frame 
length Ns and an asynchronous coding structure, meaning that their sync codes do not 
overlap. As shown in Fig. 1, each frame signal contains H sync code symbols, and upon the 
segment of the processed signal, the sync code symbols start at o1 and o2 , respectively.

Taking the oversampling PCMA mixed signal sample yk(l) with length Nr , and assum-
ing Nr is large enough, the estimation of the signal autocorrelation function Ry(k) could be 
expressed as

(6)yk(l) =
2∑

i=1

hig
T
i,lsi,ke

j[ωi(k+l/p)T+θi] + vk(l) = ȳk(l)+ vk(l)

(7)yT (k) =
2∑

i=1

hie
j(ωikT+θi)x

(i)
T (k)+ vT (k)

(8)





x
(i)
T (k) =

L2�
m=−L1

si(k +m)gi(−mT − τi)

vT (k) = v(kT )

(9)

R̂y(k) = R̂y(pk1 + l1 − pk2 − l2)

= 1

Nr

Nr−1∑

n=1

yk1(l1)yk2
∗(l2)

= 1

Nr

Nr−1∑

n=1

[ȳk1(l1)+ vk1(l1)][ȳk2(l2)+ vk2(l2)]
∗

≈ 1

Nr

Nr−1∑

n=1

ȳk1(l1)ȳk2(l2)
∗

Sync code symbols Data symbols

1th Signal

2nd Signal

o1

o2

H1

H2

sN

sN

Fig. 1  Scheme of asynchronous coding in two signals
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where k = 0, 1, . . . ,Kr , 1 ≪ Kr < Nr . Substituting Eq.  (6) into Eq.  (9), considering that 
the elements in vector si,k obey the uniform distribution with zero mean and the two 
APM signals are uncorrelated, the following equation can be derived

Assume that the frame numbers of the two APM signals contained in the PCMA signal 
are far greater than 1. It can be observed in Eq. (10) that if gT1,l1s1,k1 and gT1,l2s1,k2 , g

T
2,l1

s2,k1 
, and gT2,l2s2,k2 are not correlated with each other, then R̂y(k) = 0 , if gT1,l1s1,k1 and gT1,l2s1,k2 , 
or gT2,l1s2,k1 and gT2,l2s2,k2 are correlated with each other, then R̂y(k)  = 0 , and the stronger 
the correlation, the greater the value of R̂y(k) . When k aligning the first signal synchro-
nization symbol or the second signal synchronization symbol, the relevance reaches a 
maximum, the peak of R̂y(k) occurs. Assuming that both the symbol rates of the two 
APM signals are RB , the peak of R̂y(k) would occur at kmax = pNs and its integral multi-
ple position. Therefore, by searching the peaks of R̂y(k) , we can obtain the estimation of 
symbol frame length

where [·] presents rounding.
With frame length estimated, the oversampled signal is segmented with frame 

length N = pNs to obtain data matrix A.
When (ω1 − ω2)NTs = 2mπ , it can be proven that the autocorrelation matrix can 

be expressed as

When (ω1 − ω2)NTs �= 2mπ , the autocorrelation matrix can be expressed as

P is the number of signal frames. � is a diagonal matrix, I is an identity matrix, and

[r(i)1 , r
(i)
2 ] is the sync code interval of the ith signal, and ϕ1 − ϕ2 = θ1 − θ2 . Obviously, 

with b1 , b2 obtained, we can get the sync waveform estimation of the dual signals.
When (ω1 − ω2)NTs = 2mπ , we can approximately expect that

(10)

R̂y(k) = R̂y(pk1 + l1 − pk2 − l2)

≈ 1

Nr

2∑

i=1

Nr−1∑

n=1

h2i (g
T
i,l1

si,k1)(g
T
i,l2

si,k2)
∗
ejωikTs

(11)N̂s = [kmax/p]

(12)R̂(P) = 1

P
AAH = (b1 + b2)(b1 + b2)

H +�+ σ 2
v I

(13)R̂(P) = 1

P
AAH = b1b

H
1 + b2b

H
2 +�+ σ 2

v I

(14)

b1 =





0

h1g
T
1,0s1,r(1)1

ej[ω1pr
(1)
1 Ts+ϕ1]

...

h1g
T
1,p−1s1,r(1)2

ej[ω1(pr
(1)
2 +p−1)Ts+ϕ1]

0





,b2 =





0

h2g
T
2,0s2,r(2)1

ej[ω2pr
(2)
1 Ts+ϕ2]

...

h2g
T
2,p−1s2,r(2)2

ej[ω2(pr
(2)
2 +p−1)Ts+ϕ2]

0




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When (ω1 − ω2)NTs �= 2mπ , the sync waveform energies of two signals are unequal

When (ω1 − ω2)NTs �= 2mπ , the sync waveform energies of two signals are equal

where x1 , x2 , y1 , y2 satisfies x21 = y22 = ρ2
1 , x22 = y21 = ρ2

2 , x1x2 = −y1y2 , ρ2
1 + ρ2

2 = 1 , 
ρ1, ρ2 > 0 . �i , ui are the ith eigenvalue and eigenvector of R̂(P).

Hence, the estimation of the ith signal’s sync waveform is obtained

where k ∈ [r(i)1 , r
(i)
2 ] , l = 0, . . . , p− 1 , h′i = hi except the situation of Eq. (17), in which the 

sync waveform estimation can be obtained by taking any pair of eigenvalue and eigen-
vector temporarily, and its amplitude will be further adjusted in the subsequent process-
ing. vi,k(l) is the equivalent AWGN with zero mean and variance σ 2

i .
The nth frame waveform of the PCMA signal can be written as

where k ∈ [0,Ns − 1] . Define the correlation between zi,k(l) and ynk(l) as

Then, we can get the nth frame sync waveform with phase corrected

After detection and extraction, the sync waveform is rewritten as xni (κ) , 
κ = p(nNs + k)+ l , κ ∈ [κ(i)1 , κ

(i)
2 ] , and [κ(i)1 , κ

(i)
2 ] is the interval of the sync waveform.

The sync waveform estimation procedure is shown in Fig. 2. First of all, autocorrela-
tion is calculated to estimate the frame length Ns . And then, the signal is segmented 
by frame length N = pNs to obtain data matrix A and SVD processing is adopted. The 
eigenvectors corresponding to the two maximum eigenvalues are displayed in Fig. 2. 
The three graphs represent the situations in Eqs. (15), (16), and (17), respectively. The 
envelope with higher energy indicates the location where the sync waveform exists. 

(15)(b1 + b2) ≈
√
�1u1

(16)b1 ≈
√
�1u1,b2 ≈

√
�2u2

(17)
{√

�1u1 ≈ x1b1 + x2b2√
�2u2 ≈ y1b1 + y2b2

(18)zi,k(l) = h′ig
T
i,lsi,ke

j[ωi(pk+l)Ts+ϕi] + vi,k(l)

(19)
ynk(l) = h1g

T
1,ls1,nNs+ke

j[ω1(nN+pk+l)Ts+θ1]

+ h2g
T
2,ls2,nNs+ke

j[ω2(nN+pk+l)Ts+θ2] + vnNs+k(l)

(20)

R
(i)
nN = 1

Ni

r
(i)
2∑

k=r
(i)
1

p−1∑

l=0

ynk(l)[zi,k(l)]
∗

≈ 1

Ni

r
(i)
2∑

k=r
(i)
1

p−1∑

l=0

hihi
′
∣∣∣gTi,lsi,k

∣∣∣
2
ej(ωi(n−1)NTs+θi−ϕi)

(21)zni,k(l) = ej·angle{R
(i)
nN } · zi,k(l)
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We could estimate the sync waveform according to the SVD results. Finally, the phase 
of the waveform is corrected, and the desired sync waveform is obtained.

Once the sync waveform estimated, the overlapping waveform in the sync interval 
could be obtained by subtracting the sync waveform estimated.

4 � Symbol timing phase and amplitude attenuation estimation
With the sync waveform xni (κ) estimated, the O &M algorithm can be modified to get 
the symbol timing phase of the two signals

Fig. 2  Diagram of the sync waveform estimation
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Then, the optimal sampling sequence of xni (κ) can be written as xni,T (k) , k = 1, 2, . . . ,H . 
After timing synchronization, owing to the length of sync code that will not be long, 
the sync waveform could be demodulated despite residual frequency offset, and we can 
get the sync code estimation αi(k) . Thereupon, the amplitude attenuation estimation of 
xni (κ) can be obtained by utilizing the estimated sync code and the optimal sampling 
sequence, where the sync code could be regarded as aid data

Subsequently, sync waveform with real amplitude attenuation is obtained in any case 
and is denoted as x̄ni (κ) , and the waveform mixed with x̄ni (κ) can be obtained via

And then, the O &M algorithm can be revised as

5 � FOE and carrier phase estimation
P frames are considered, �i = {hi, τi,ωi, θi} , x̄

(i)
T =

{
x̄ni,T (k)

}
 , x̃

(i)
T =

{
x̃ni,T (k)

}
 , 

k = 1, . . . ,H , n = 0, . . . ,P − 1 . x̄ni,T (k) is the optimal sampling sequence of x̄ni (κ) , and 
x̃ni,T (k) is the optimal sampling sequence of x̃ni (κ) . X

(i)
T =

{
x̄
(i)
T , x̃

(i)
T

}
 . When i = 1 , the 

ML function can be written as

(22)τ̂i = − T

2π
angle






P−1�

n=0

κ
(i)
2�

κ=κ
(i)
1

��xni (κ)
��2e−j2πκ/p






(23)ĥ′i =
1

PH

P−1∑

n=0

H∑

k=1

∣∣xni,T (k)
∣∣

∣∣αi(k)
∣∣

(24)x̃ni (κ) = yk(l)− x̄nj (κ), i =
{
1, j = 2
2, j = 1

(25)






τ̂1 = − T
2π angle{

P−1�
n=0

(

κ
(1)
2�

κ=κ
(1)
1

��x̄n1(κ)
��2e−j2πκ/p +

κ
(2)
2�

κ=κ
(2)
1

��x̃n2(κ)
��2e−j2πκ/p)}

τ̂2 = − T
2π angle{

P−1�
n=0

(

κ
(1)
2�

κ=κ
(1)
1

��x̃n1(κ)
��2e−j2πκ/p +

κ
(2)
2�

κ=κ
(2)
1

��x̄n2(κ)
��2e−j2πκ/p)}

(26)

p
(
X
(1)
T

∣∣∣�1

)

= C1 · exp
[
− 1

2σ 2
1

P−1∑

n=0

H∑

k=1

∣∣∣x̄n1,T (k)− h1e
j[ω1(nNs+o1+k−1)+θ1]Tx(1)T (nNs + o1 + k − 1)

∣∣∣
2

− 1

2σ̃ 2
1

P−1∑

n=0

H∑

k=1

∣∣∣x̃n1,T (k)− h1e
j[ω1(nNs+o2+k−1)T+θ1]x(1)T (nNs + o2 + k − 1)

∣∣∣
2
]

= C1 · exp
[
− 1

2σ 2
1

P−1∑

n=0

H∑

k=1

∣∣∣e−jω1(nNs+o1+k−1)T x̄n1,T (k)− h1e
jθ1x

(1)
T (nNs + o1 + k − 1)

∣∣∣
2

− 1

2σ̃ 2
1

P−1∑

n=0

H∑

k=1

∣∣∣e−jω1(nNs+o2+k−1)T x̃n1,T (k)− h1e
jθ1x

(1)
T (nNs + o2 + k − 1)

∣∣∣
2
]
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where C1 = (1/2πσ1σ̃1)
H ·P , and σ̃i is the variance of the equivalent AWGN contained in 

overlapping waveform x̄ni (κ).
Because x(i)T (k) is the optimal sampling sequence, we can obtain the relationship, 

x
(i)
T (k) ≈ si(k) , p(X(1)

T

∣∣∣�1) can be simplified as

where αi(k) is the sync code and βn
i (k) is the demodulation result of x̃ni (κ).

By defining

the maximization of p(X(1)
T

∣∣∣�1) is equal to the minimization of �1(�1) . Likewise, for 

i = 2 , we obtain

Obviously, it is impractical to accurately ascertain the value of ωi by directly deriving (28) 
and (29). However, on condition that ωi is accurately estimated, each term in �i(�i) will 
be approximately equal to zero. Thus, in the estimation of ωi , the maximization of the 
cross-correlation computation and the minimization of the error computation between 
each term in �i(�i) are equivalent. Therefore, we can refine the ML function as

While maximizing ρi(ω) , the optimum value of ωi would be determined, and FOE based 
on ML is completed. To ascertain the optimum value of ωi , a hierarchical search method 
[12], with a low computational complexity, is an alternative approach.

(27)

p(X
(1)
T

∣∣∣�1) ≃ C1 · exp
[
− 1

2σ 2
1

P−1∑

n=0

H∑

k=1

∣∣∣e−jω1(nNs+o1+k−1)T x̄n1,T (k)− h1e
jθ1α1(k)

∣∣∣
2

− 1

2σ̃ 2
1

P−1∑

n=0

H∑

k=1

∣∣∣e−jω1(nNs+o2+k−1)T x̃n1,T (k)− h1e
jθ1βn

1 (k)
∣∣∣
2
]

(28)

�1(�1) =
1

2σ 2
1

P−1∑

n=0

H∑

k=1

∣∣∣e−jω1(nNs+o1+k−1)T x̄n1,T (k)− h1e
jθ1α1(k)

∣∣∣
2

+ 1

2σ̃ 2
1

P−1∑

n=0

H∑

k=1

∣∣∣e−jω1(nNs+o2+k−1)T x̃n1,T (k)− h1e
jθ1βn

1 (k)
∣∣∣
2

(29)

�2(�2) =
1

2σ 2
2

P−1∑

n=0

H∑

k=1

∣∣∣e−jω2(nNs+o2+k−1)T x̄n2,T (k)− h2e
jθ1α2(k)

∣∣∣
2

+ 1

2σ̃ 2
2

P−1∑

n=0

H∑

k=1

∣∣∣e−jω2(nNs+o1+k−1)T x̃n2,T (k)− h2e
jθ2βn

2 (k)
∣∣∣
2

(30)






ρ1(ω) =
�����

P−1�

n=0

H�

k=1

�
e−jω(nNs+o1+k−1)T x̄n1,T (k) · [α1(k)]∗

+e−jω(nNs+o2+k−1)T x̃n1,T (k) · [βn
1 (k)]

∗
����

ρ2(ω) =
�����

P−1�

n=0

H�

k=1

�
e−jω(nNs+o2+k−1)T x̄n2,T (k) · [α2(k)]∗

+e−jω(nNs+o1+k−1)T x̃n2,T (k) · [βn
2 (k)]

∗
����
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The range of FOE will be limited if ρi(ω) has another maximum 
besides ωi . There is no harm in assuming that there is another value, 
ω′
i = ωi +�ωi can maximize ρi(ω) besides true value ωi , �ωi satisfies 

�ωi(nNs + ot + k − 1)T = 2mπ(m = 1, 2, . . . ; t = 1, 2) . The maximum value of ρi(ω) 
will remain as long as �ωi satisfies the criteria of �ωinNsT = 2mπ(m = 1, 2, . . .) , that 
is, �ωi = 2mπ/NsT  , while the term e−j�ωi(ot+k−1)T  only has a slight effect on ρi(ω) . 
The effective range of FOE can be derived as

The FOE algorithm presented in this paper is an improvement of the one proposed in 
[12]. The difference lies in the fact that we obtain the synchronous waveform and over-
lapping waveform and demodulate them for the sync code and the overlapping code, 
utilizing all the sync information as aid data, whereas [12] only uses the sync code as aid 
data, assuming it as the prior information. As such, the algorithm proposed in this paper 
is anticipated to attain more favorable results.

Given frequency offsets are accurately estimated, the carrier phases can be derived 
via a data-aided method

6 � Sync waveform and overlapping waveform demodulation
When demodulating the overlapping waveform x̃ni (κ) , the initial phase of each piece 
of waveform is required to be estimated. Since the residual frequency offset may be 
large, the initial phase estimation algorithm is as follows [15]:

The initial phase of each piece of sync waveform can be obtained by the initial phase of 
zi,k(l) . Assume that the initial phase estimation of zi,k(l) is ϕ̂i , and then, the initial phase 
of x̄ni (κ) can be expressed as

Due to the phase ambiguity in the initial phase estimation result, the residual phase 
in the demodulation results of each waveform segment is different. Consequently, the 
demodulation result is different from the real code or the real code with consistent phase 
offset which can be eliminated by operation.

(31)|ω| ≤ π/NsT

(32)






θ̂1 = angle

�
P−1�

n=0

H�

k=1

�
e−jω1(nNs+o1+k−1)T x̄n1,T (k) · [α1(k)]∗

+e−jω1(nNs+o2+k−1)T x̃n1,T (k) · [βn
1 (k)]

∗
��

θ̂2 = angle

�
P−1�

n=0

H�

k=1

�
e−jω2(nNs+o2+k−1)T x̄n2,T (k) · [α2(k)]∗

+e−jω2(nNs+o1+k−1)T x̃n2,T (k) · [βn
2 (k)]

∗
��

(33)φ̂n
i = 1

M
angle

{
H∑

k=1

ejM arg[x̃ni,T (k)]
}

(34)ψn
i = angle{R(i)

nN } + ϕ̂i
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In order to make the FOE algorithm work, the effect of phase ambiguity during 
demodulation must be eliminated. As shown in Fig. 3, assuming the initial phase of the 
first overlapping waveform φ0

i  and the initial phase of the sync waveform ψn
i  are real, the 

following relationship can be obtained

where m = 0,±1, . . . ,±(M − 1) . That is, due to the fixed position of synchronization 
sequence, more specifically l1 = ln , the initial phase differences between the adjacent 
sync waveforms and overlapping waveforms are equal. It is worth noting that there could 
be phase ambiguity in the estimation of φ0

i  as well. To eliminate the effect of the phase 
ambiguity, M kinds of ambiguities of φ0

i  would be traversed, and M sets of demodulation 
results of the overlapping waveform x̃ni (κ) would be obtained. And then, ρi(ω) would 
be calculated using the demodulation results, respectively. Finally, the demodulation 
results corresponding to the maximum ρi(ω) are the desired codes. At this time, due 
to the phase ambiguity of ϕ̂i , the demodulation result is also ambiguous, but the phase 
ambiguity can be eliminated in the calculation of ρi(ω) and the initial phase estimation θ̂i 
therefore exists ambiguity.

7 � Complexity analysis
Considering the practical implementation of these estimation methods, computational 
complexities would be analyzed in this section.

The computational complexity is a relatively complicated issue for SVD processing. 
Generally speaking, time complexity is adopted to reflect the computation cost. For 
example, for matrix Am×n , the time complexity could be denoted as O(n3) . In this paper, 
n = N = pNs and the complexity could be expressed as O(N 3) correspondingly. What 
O(N 3) means is that the computational complexity increases exponentially with frame 
length N. As a result, long frame length would lead to a large computational load, and 
the methods are more suitable for PCMA signals with shorter frame length. Long frame 
PCMA signals demand fast SVD methods to ensure the practicability of algorithm.

The main computational complexities of all the modulation parameters after SVD pro-
cessing are listed in Table 1. To measure complexities of the proposed methods, multipli-
cation and addition operation times are counted. Besides, complex and real operations 
are not distinguished.

(35)φ0
i − ψ0

i = φn
i − ψn

i +mπ/M

Fig. 3  Scheme of the initial phases of sync waveform and overlapping waveform
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Q is the number of the discrete frequencies needing to traverse, and it is determined 
by the desired frequency resolution and the assumed frequency intervals. Compared to 
the scheme proposed in [12], the computational complexity of the FOE method in this 
paper is increased by a factor of M. This is because traversing operation is adopted to 
filter the fake values out.

It could be observed from the table that the computational complexities are nearly 
inappreciable by comparison with the SVD processing. So long as the SVD is settled out, 
the schemes in this paper is practicable and feasible. At the same time, long frame length 
would lead to significant computational burden, challenging the implementation of the 
proposed algorithms.

8 � Simulation
Simulations were performed using MATLAB 2020a software to verify the effectiveness 
of the schemes proposed in this paper. The estimation performance was assessed using 
varying Es/N0 (the total energy per modulated symbol of the two mixed signals divided 
by the power spectral density of the noise) and frame number P (the length of the signal 
segment used in estimation).

8.1 � Symbol timing phase estimation

In the symbol timing phase estimation, QPSK modulation is adopted for both signals, 
the symbol rate RB = 5MHz , symbol frame length Ns = 2092 , sync code length H = 52 , 
up-sample times p = 4 , amplitude attenuations h1 = 1.0 , h2 = 0.8 . A square root raised 
cosine filter with a roll-off factor of 0.35 is used in both shaping and matched filters 
in the two signals with equivalent channel durations [−4T , 4T ] . ωi , τi , θi are randomly 
selected within their specified ranges, and ω1  = ω2 , τ1  = τ2.

Figure  4 displays the results of the comparison among the cyclic moments (CM)-
based method, the polyphases (PP)-based method [10], and the modified method in 

Table 1  Complexities of the proposed schemes

Parameters Symbol timing phases Amplitude attenuations Frequency offsets Carrier phases

Complexities 2× (11pPH + 3) 2× (PH + 2) 34MPHQ 34PH

5 10 15 20 25 30

10-4

10-3

CM
PP
O&M

Fig. 4  Performance of different symbol timing estimators versus Es/N0 , QPSK modulation, P = 40
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this paper (O &M). The averaged mean square errors (MSE) of symbol timing phase 
estimation [(τ̂i − τi)/T ]2 are plotted against Es/N0 for a fixed frame number P. It can 
be observed that the method in this paper, modified O &M, results in the lowest error 
rates, indicating its superior performance over the other two methods.

In Fig. 5, the performance of different methods is demonstrated for a fixed Es/N0 of 
6 dB with respect to the frame number P, while the other parameters were kept the 
same as the ones in Fig. 4.

From Figs.  4 and 5, it can be concluded that the method proposed in this paper 
shows lower error variance and perform better than the CM-based and PP-based 
methods.

To further evaluate the robustness and generalizability of the proposed scheme, 
performance curves under various frame lengths and sync code lengths are provided. 
Figure  6 shows the averaged MSE of symbol timing phase estimation versus frame 
length Ns and Es/N0 . It could be inferred from the figure that frame length has slight 
impact on the estimation of symbol timing. In other words, the method could be 
widely applied to PCMA signals with various frame lengths.

Figure 7 shows the estimation performance versus sync code length H and Es/N0 . It 
is clearly depicted that the averaged estimation MSE continuously decreases with the 
increase of H. The essence of the phenomenon is that the increase of sync code length 

40 50 60 70 80 90 100 110 120

10-4

10-3

CM
PP
O&M

Fig. 5  Performance of different symbol timing estimators versus P, QPSK modulation, Es/N0 = 6 dB

500 1000 1500 2000 2500

1

2

3

4

10-4

5 dB
10 dB
15 dB

Fig. 6  Performance of different symbol timing estimators versus Ns and Es/N0 , QPSK modulation, P = 40
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H leads to an increment in the volume of aid data. Therefore, the scheme has superior 
advantage when the PCMA signal owning a long sync code.

The influences of frame length and sync code length are almost the same in the estima-
tion of amplitude attenuation, frequency offset, and carrier phase, as the principle coin-
cides. For simplicity, this paper will not provide the simulation results in turn.

8.2 � Amplitude attenuation estimation

As for the amplitude attenuation estimation, BPSK, QPSK, 8PSK, 8QAM, and 16QAM 
modulations are adopted, respectively, while all other parameters remain the same as 
those in Fig. 4.

Figure  8 shows the averaged normalized squared amplitude attenuation estimation 
errors [(ĥi − hi)

/
hi]2 for different modulations versus amplitude ratio h2/h1 with a fixed 

frame number P and Es/N0.
Obviously, the estimation errors are high in the low h2/h1 ratio regime, where the 

powers of the weaker signals in PCMA signals are too faint to be estimated. In the high 
h2/h1 ratio regime, or equivalently, when h2/h1 ≥ 0.6 , the method shows outstanding 
performance in amplitude attenuation estimation.

In Fig. 9, we compare our DA-based method with the CM-based method [11]. QPSK 
modulation is adopted and the parameters are the same as Fig.  8. It is evident from 
the depicted results that, compared with the CM algorithm, the DA algorithm is more 

50 60 70 80 90 100

0.5

1

1.5

10-4

5 dB
10 dB
15 dB

Fig. 7  Performance of different symbol timing estimators versus H and Es/N0 , QPSK modulation, P = 40
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Fig. 8  Performance of amplitude attenuation for different modulations versus h2/h1 , P = 100 , Es/N0 = 6 dB
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suitable for PCMA signal amplitude attenuation estimation, in particular when the 
energy of two signals is comparable.

8.3 � Frequency offset estimation

When engaged with the frequency offset estimation, 8PSK modulation is adopted, fre-
quency offsets satisfy |ωi| ≤ π/NsT  , and all the other parameters are the same in Fig. 4.

Figure  10 shows the MSE of frequency offset estimation [(ω̂i − ωi)/(2πRB)]2 versus 
Es/N0 with a fixed frame number P. To investigate the performance of the FOE estima-
tion algorithm proposed in this paper, we compare it with the method of Yang [12] under 
the same conditions. Li denotes the method proposed in this paper, and Yang denotes 
the method in the paper [12]. It can be observed that at low Es/N0 , the Li method is infe-
rior to the Yang method, while the estimation errors decrease with Es/N0 and becomes 
better than the Yang method, gradually. This is attributed to the demodulation of the 
overlapping waveform, more specifically, the bit error rate of overlapping waveform 
demodulation is high at low Es/N0 , which has a negative impact on the estimation, and 
the demodulation results tend to be correct with Es/N0 increases; then, the estimation 
accuracy of the Li method improves rapidly, showing lower estimation error than the 
Yang method.

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
10-4

10-2

100

DA 6dB
DA 20dB
CM 6dB
CM 20dB

Fig. 9  Performance of different amplitude attenuation estimators versus h2/h1 , QPSK modulation, P = 100
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Fig. 10  Performance of different frequency offset estimators versus Es/N0 , 8PSK modulation, P = 40
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From the results depicted in Fig. 11, it is clear that for a fixed Es/N0 of 20 dB, when the 
frame number P increases, the performance of the different methods is improved, indi-
cating that larger frame numbers yield superior performance, and the Li method per-
forms better under the given conditions. All the parameters are consistent with those in 
Fig. 10.

The simulations indicate that if only the accuracy of overlapping waveform demodu-
lation is guaranteed, the algorithm proposed in this paper would be effective for FOE 
estimation of PCMA signals and outperform the Yang method, so that can be used in 
conjunction with the Yang method according to the realities.

8.4 � Carrier phase estimation

With respect to the estimation of the initial carrier phase, 8PSK modulation is adopted, 
and all the other parameters are the same as those in the FOE simulation. In order to 
evaluate the benefits of the DA-based method proposed in this paper, we compare it 
with the CM-based method [10].

As shown in Fig.  12, the averaged absolute carrier phase estimation errors ∣∣∣θ̂i − θi −m2π/M
∣∣∣ of the DA-based and CM-based methods are plotted against Es/N0 . 

By the error definition, M-fold ambiguity, which is a common issue in any blind estima-
tion scheme of carrier phase, is eliminated.
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Fig. 11  Performance of different frequency offset estimators versus P, 8PSK modulation, Es/N0 = 20 dB
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Fig. 12  Performance of different carrier phase estimators versus Es/N0 , 8PSK modulation, P = 40
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In Fig. 13, estimation errors versus frame number P for a changeless Es/N0 of 20 dB 
are depicted.

Apparently, the simulation results show that the DA-based method proposed in this 
paper yields lower error than the CM-based method under the simulation conditions.

9 � Conclusion
In this paper, considering the frame cyclic features, we have presented schemes for the 
estimation of the symbol timing phase, amplitude attenuation, frequency offset, and car-
rier phase of APM-modulated PCMA signals (e.g., BPSK, QPSK, 8PSK, 8QAM, 16QAM, 
etc.) in totally blind condition. More to the point, the schemes are especially effective 
for high-order APM modulations (e.g., 8PSK). Compared with the algorithm based on 
cyclic statistics in [9–11] and the ML method proposed in [12], the schemes proposed 
in this paper yield superior performance, on the advantage of exploiting the sync wave-
form, overlapping waveform and their demodulation results as aid data. Based on these 
advantages, this paper has put forward a practicable modulation parameters estimation 
algorithm with effective performance, which provides an important basis for the blind 
separation of PCMA signals. Of course, the algorithm is only efficient when the signals 
are encoded asynchronously. The estimation methods under synchronous encoding con-
ditions still need to be studied. In addition, the overlapping waveform would produce 
unfavorable effect on the estimation as soon as the signal-to-noise ratio is too low to be 
demodulated. At this time, sync waveform could be used alone to estimate the modula-
tion parameters.
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