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1. Problem
• Task: Predict next item, based on a user’s historical profile 

• Challenge: Irrelevant item-item dependencies in the Transformer

2. Proposed Model

• Differentiable Masks

• Jacobian Regularization
The standard dot-product self-attention is not  Lipschitz continuous and is vulnerable to the 
quality of input sequences.

• Overall Optimization

• Algorithm

• Dataset

3. Experimental Results
• Overall Performance

• Sparse Attentions

• Robustness

• Parameter Studies

4. Conclusion
• We introduce the idea of denoising item sequences for better of training self-attentive sequential 

recommenders 
• We present a general Rec-Denoiser framework with differentiable masks that can achieve sparse 

attentions by dynamically pruning irrelevant information .
• We propose an unbiased gradient estimator to optimize the binary masks and apply Jacobian 

regularization on the gradients of Transformer blocks to further improve its robustness.
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