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Abstract. Terrestrial net CH4 surface fluxes often repre-
sent the difference between much larger gross production
and consumption fluxes and depend on multiple physical,
biological, and chemical mechanisms that are poorly un-
derstood and represented in regional- and global-scale bio-
geochemical models. To characterize uncertainties, study
feedbacks between CH4 fluxes and climate, and to guide
future model development and experimentation, we de-
veloped and tested a new CH4 biogeochemistry model
(CLM4Me) integrated in the land component (Community
Land Model; CLM4) of the Community Earth System Model
(CESM1). CLM4Me includes representations of CH4 pro-
duction, oxidation, aerenchyma transport, ebullition, aque-
ous and gaseous diffusion, and fractional inundation. As
with most global models, CLM4 lacks important features for
predicting current and future CH4 fluxes, including: vertical
representation of soil organic matter, accurate subgrid scale
hydrology, realistic representation of inundated system vege-
tation, anaerobic decomposition, thermokarst dynamics, and
aqueous chemistry. We compared the seasonality and mag-
nitude of predicted CH4 emissions to observations from 18
sites and three global atmospheric inversions. Simulated net
CH4 emissions using our baseline parameter set were 270,
160, 50, and 70 Tg CH4 yr−1 globally, in the tropics, in the
temperate zone, and north of 45◦ N, respectively; these val-
ues are within the range of previous estimates. We then
used the model to characterize the sensitivity of regional and
global CH4 emission estimates to uncertainties in model pa-
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rameterizations. Of the parameters we tested, the tempera-
ture sensitivity of CH4 production, oxidation parameters, and
aerenchyma properties had the largest impacts on net CH4
emissions, up to a factor of 4 and 10 at the regional and grid-
cell scales, respectively. In spite of these uncertainties, we
were able to demonstrate that emissions from dissolved CH4
in the transpiration stream are small (<1 Tg CH4 yr−1) and
that uncertainty in CH4 emissions from anoxic microsite pro-
duction is significant. In a 21st century scenario, we found
that predicted declines in high-latitude inundation may limit
increases in high-latitude CH4 emissions. Due to the high
level of remaining uncertainty, we outline observations and
experiments that would facilitate improvement of regional
and global CH4 biogeochemical models.

1 Introduction

Methane (CH4) is the second most important anthropogenic
greenhouse gas, currently contributing about1

3 the anthro-
pogenic radiative forcing of CO2 (Denman et al., 2007).
Dominant sources of CH4 to the atmosphere include fos-
sil fuel extraction and use, wetlands, ruminants, rice agri-
culture, and landfills (Denman et al., 2007). Currently, of
the∼500–600 Tg CH4 yr−1 emitted to the atmosphere glob-
ally, ∼20–40 % originate in wetlands, and∼5 % are oxi-
dized in unsaturated soils. Over the past several decades,
the atmospheric CH4 growth rate has varied considerably,
with changes in fossil fuel emissions (Khalil and Shearer,
2000; Bousquet et al., 2006), atmospheric sinks (Dentener
et al., 2003; Karlsdottir and Isaksen, 2000), and fertilizer and
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irrigation management in rice agriculture (Kai et al., 2010)
proposed as explanations.

Methane emissions from terrestrial ecosystems have the
potential to form positive feedbacks to climate change. High-
latitude ecosystems are of particular concern, since they are
expected to experience large changes in temperature and pre-
cipitation and contain large amounts of potentially labile soil
organic matter that is currently preserved by permafrost or
anoxia (Schuur et al., 2008). The largest wetland complex in
the world resides at high latitudes (MacDonald et al., 2006)
and contributes 10–30 % of global CH4 emissions from nat-
ural wetlands (Wania et al., 2009; Christensen et al., 1996;
Zhuang et al., 2004; Bergamaschi et al., 2009). Interac-
tions of these systems with expected 21st century climate
change could result in changing CH4 emissions through sev-
eral mechanisms: (1) thawing permafrost releasing currently
dormant soil carbon for degradation (Schuur et al., 2009;
Anisimov et al., 2007) and altering surface hydrology via
thermokarst (Walter et al., 2007); (2) changes in the ki-
netics of soil biogeochemistry with increasing temperature
(Segers, 1998); (3) changes in hydrology interacting with
peat properties and active layer depth (Smith et al., 2003);
and (4) changes in net primary productivity (NPP) and plant
type distributions (Christensen et al., 2004).

In addition to these decadal-scale changes, the net terres-
trial CH4 surface flux depends non-linearly on very dynamic
(i.e., time scale on the order of an hour) interactions be-
tween CH4 production; CH4 oxidation; aqueous, gaseous,
and aerenchyma transport; acid and redox chemistry; and the
distribution of soil and surface water. This complex set of in-
teractions and dependence on system properties is difficult to
characterize and model globally, making current large-scale
CH4 emission estimates uncertain. However, the potentially
large climate forcing associated with changes in CH4 emis-
sions motivates the development of land models capable of
characterizing these processes and their interactions with the
atmosphere.

Grant and Roulet (2002) and Wania et al. (2010) described
a hierarchy of extant bottom-up ecosystem CH4 biogeochem-
ical models. Briefly, this hierarchy includes (1) relatively
simple regressions of net CH4 fluxes based on soil proper-
ties and climate (Frolking and Crill, 1994; Bellisario et al.,
1999; Moore and Roulet, 1993; Christensen et al., 1996; Ka-
plan, 2002); (2) models that estimate daily fluxes dependent
on water chemistry, temperature, and estimates of the C flux
moving through the soil system (Potter, 1997); (3) models
applied at site, regional, and global scales that include aque-
ous and gaseous transport, competition between processes
affecting CH4 concentrations, and simple representations of
the effects of pH and redox potential (Zhang et al., 2002;
Walter et al., 2001a; Wania et al., 2010; Zhuang et al., 2004;
Cao et al., 1996; Petrescu et al., 2010; Tian et al., 2010);
and (4) models that include details of the various microbial
populations that produce and consume CH4 in the column
and their interactions with substrates, pH, and redox poten-

tial, in addition to some treatment of the geometry of the
rhizosphere and soil horizontal heterogeneity (Grant, 1998,
1999; Segers et al., 2001; Segers and Leffelaar, 2001a, b).
An important further distinction in model characterization is
the extent to which they are applicable to regional and global
scale simulations, where it is often difficult to specify system
properties (e.g., redox potential, pH).

A wide range of bottom-up estimates of current high-
latitude CH4 fluxes exists in the literature. Zhuang et
al. (2004) synthesized several modeling studies and found
a range of 31–106 Tg CH4 yr−1. More recently, for fluxes
north of 50◦ N, Zhuang et al. (2006) estimated emis-
sions of 36 Tg CH4 yr−1 and Petrescu et al. (2010) es-
timated a six-year annual average high-latitude emission
of 78 Tg CH4 yr−1. In addition to differences in param-
eterization, the models used in these analyses differed in
their characterization of important system attributes, in-
cluding aerenchyma characteristics, wetland area and type,
seasonal inundation, aqueous chemistry, the competition
for oxygen in the rhizosphere, and the extent to which
methanogens are substrate or kinetically limited. There are
fewer bottom-up CH4 emission estimates for tropical sys-
tems, with a wide variation in estimates. For example, Walter
et al. (2001a) and Matthews and Fung (1987) estimated 184
and 35 Tg CH4 yr−1, respectively, for tropical systems.

Recently, a new mechanism has been proposed for aer-
obic CH4 production in living trees that could represent a
source of 62–236 Tg CH4 yr−1 (Keppler et al., 2006; Kep-
pler, 2009). However, mechanistic explanation for this
source remains uncertain (Ferretti et al., 2007), and indepen-
dent verification of its magnitude has not been demonstrated.
Alternative hypotheses to explain such a large CH4 source
include abiotic chemistry in stressed and UV-exposed plant
tissue or emission of anaerobically produced CH4 dissolved
in soil water via transpiration (Nisbet et al., 2009; Rice et
al., 2010). We included in our model an option for allow-
ing transpiration of CH4 dissolved in soil water to estimate
the potential magnitude of global emissions from this mech-
anism.

A large literature exists on the use of atmospheric inver-
sions (“top-down” approaches) to infer surface CH4 emis-
sions (Butler et al., 2005; Dentener et al., 2003; Kort et al.,
2008; Straume et al., 2005; Houweling et al., 1999, 2000,
2006; Meirink et al., 2006, 2008a, b; Bergamaschi et al.,
2001, 2005, 2007, 2009; Bousquet et al., 2006; Chen and
Prinn, 2006; Frankenberg et al., 2006, 2008; Bloom et al.,
2010). These methods require a combination of atmospheric
CH4 observations, atmospheric transport fields, atmospheric
hydroxyl radical concentrations, and a priori estimates of sur-
face CH4 emissions. Often, anthropogenic and other bio-
genic emissions are set from previous work. For exam-
ple, Bloom et al. (2010) used satellite observations of atmo-
spheric CH4 concentrations, estimates of inundation inferred
from the GRACE satellite, and an inversion framework to
estimate global terrestrial CH4 emissions. They concluded
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that tropical wetlands contribute 52–58 % of global wetland
emissions, and that 2003–2007 CH4 emissions rose by 7 %
as a result of warming in mid- and Arctic latitudes. Bergam-
aschi et al. (2009) used the recently revised ENVISAT satel-
lite observations and NOAA ship and aircraft profile sam-
ples to invert for global surface CH4 emissions. They esti-
mated that, on average, 76 % of annual global wetland and
rice emissions occurred in the tropics.

Several studies have used land-surface biogeochemical
models to predict CH4 emissions over the 21st century; the
majority of these studies have concluded that changes in CH4
emissions from northern wetlands will be positive and mod-
est compared to expected increases in anthropogenic emis-
sions. For example, both Zhuang et al. (2006) and Gedney et
al. (2004) predict about a doubling of high-latitude wetland
terrestrial CH4 emissions over the century. Bohn et al. (2007)
estimated that CH4 emissions would about double over the
21st century for a 100×100 km region in Western Siberia.
Shindell et al. (2004) suggested that, in a doubled CO2 exper-
iment, global emissions would rise by 78 % (dominated by
increased tropical wetland emissions) and high northern lat-
itude wetland emissions would triple during Northern sum-
mer. Volodin (2008), using a simple terrestrial CH4 emis-
sion model coupled into a GCM, simulated an increase in at-
mospheric burden of 300 ppb CH4 and 0.25◦C of additional
warming at the end of the 21st century. Although these CH4
emission estimates are relatively small in the context of ex-
pected 21st century anthropogenic emissions, we note that
some features critical to CH4 production and emissions are
poorly represented in these models (e.g., permafrost dynam-
ics, thermokarst lake dynamics, dynamic vegetation), and
that inclusion of these mechanisms could substantially alter
predicted net fluxes. We are not aware of estimates of future
CH4 emissions from tropical terrestrial systems.

The broad goals of the current work are (1) develop, test,
and integrate into CESM1 a mechanistic treatment of terres-
trial CH4 production, consumption, and transport processes;
(2) apply the model (CLM4Me) to characterize uncertainties
in current large-scale CH4 emission estimates; and (3) help
guide future model development, observation, and exper-
iments necessary to improve this class of biogeochemical
models. Ultimately, CLM4Me will allow global coupled
CH4 simulations integrated with the atmospheric chemistry
model of CESM1. After describing the processes repre-
sented in CLM4Me, we present comparisons between pre-
dictions and observations at 18 sites and three global atmo-
spheric inversions. We also describe analyses of the con-
trols on CH4 transport through aerenchyma, the sensitivity
of CH4 emissions to aerenchyma area, and a year 2100 high-
latitude emissions sensitivity in the absence of the release of
permafrost carbon and changes in plant distribution and pro-
ductivity. Finally, we used CLM4Me to elucidate experimen-
tal and observational studies and analyses that would benefit
bottom-up modeling of large-scale CH4 emissions.

2 Methods

2.1 CLM4 CH4 biogeochemistry model (CLM4Me)
description

We have integrated CLM4Me, a CH4 biogeochemistry
model, into CLM4 (Lawrence et al., 2011; Oleson et al.,
2010), the land model integrated in the Community Climate
System Model (CCSM4; Gent et al., 2010) and the Commu-
nity Earth System Model (CESM1). CLM4 includes mod-
ules to simulate (1) plant photosynthesis, respiration, growth,
allocation, and tissue mortality; (2) energy, radiation, water,
and momentum exchanges with the atmosphere; (3) soil heat,
moisture, carbon, and nitrogen dynamics; (4) surface runoff
and groundwater interactions; and (5) snow and soil ice dy-
namics, among others. Having a representation of these pro-
cesses with some level of detail is important for estimating
the controlling factors for CH4 production, consumption, and
emission to the atmosphere.

Many aspects of CLM4 have been described elsewhere
and several versions of the model have been tested and eval-
uated at the global (Lawrence et al., 2007; Oleson et al.,
2008; Randerson et al., 2009; Lawrence and Slater, 2008)
and site (Stockli et al., 2008; Randerson et al., 2009) scales.
Here we briefly describe CLM4 components relevant to the
CH4 biogeochemistry model. CLM4 characterizes vegeta-
tion as plant functional types (PFTs), which occupy static
or dynamic fractions of each grid cell (Bonan et al., 2002).
The PFTs (8 tree, 3 shrub, 3 grass, and 2 crop types) are
characterized by distinct physiological parameters (Oleson
et al., 2010). For each PFT, separate temperature and hu-
midity are computed for canopy air, near-surface air, and the
leaf surface, and the PFTs compete for soil water within each
grid cell. A detailed representation of C assimilation, plant
growth and mortality, allocation of C and N within the plant,
and subsurface C and N cycling has been integrated in the
model (Thornton et al., 2007). Over time, C and N from vari-
ous plant components are passed to litter and soil pools, each
of which have specific turnover times that are modified by
temperature, moisture, and N constraints. The resulting soil
C fluxes form an important link to the CH4 biogeochemistry,
since they are the proximal C source for methanogenesis.

Mechanistically modeling net surface CH4 emissions re-
quires representing a complex and often interacting series
of processes. To simulate the flux of substrate available for
methanogenesis, the model must represent net primary pro-
ductivity (NPP), the transfer of that C to litter and ultimately
to soil organic matter (SOM), and then the decomposition
of SOM. For the current CH4 model, we apply the existing
structure in CLM4 for these processes. In anaerobic soils,
fermenting microbes and H2-producing acetogens transform
organic molecules, ultimately producing acetate, H2, and
CO2. In freshwater anaerobic systems, acetate and H2 are the
primary substrates utilized by two classes of methanogens
(acetotrophic and hydrogenotrophic), producing CH4 as a
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Fig. 1. Schematic representation of biological and physical processes integrated in CLM4Me that affect the net CH4 surface flux. (left) Fully
inundated portion of a CLM4 gridcell and (right) variably saturated portion of a gridcell.

byproduct (Megonigal et al., 2004; Segers, 1998). The
presence of alternative electron acceptors (e.g., NO−

3 , Fe3+,
Mn4+, SO2−

4 ) suppresses CH4 production via: (1) reduc-
tion of C substrate levels; (2) increase in redox potential;
and (3) toxicity to methanogens (Segers and Kengen, 1998).
If the redox potential is sufficiently high, anaerobic decom-
position to CO2 will out-compete methanogenesis. Once
CH4 has been produced, it can be oxidized by methanotrophs
or transported vertically via ebullition (bubbling), diffusion,
and aerenchymous tissues in plants. In some cases, oxidation
may result in a net zero surface emission. Also, transport in
aerenchyma can be either passive (i.e., diffusive) or active
(from pressure gradients), and occurs for both CH4 and O2.
Further details of these processes relevant to the modeling
framework used in CLM4Me are given in the Methods sub-
sections below.

The development of complex models (like CLM4Me) re-
quires a balance between the desire to include all mecha-
nisms hypothesized to be important and restrictions based
on (1) uncertainty in assumed system structure; (2) uncer-
tain parameter characterization; (3) uncertainties associated
with spatial heterogeneity; (4) limited availability of mea-
surements to develop, test, and perform simulations; (5) un-
certainty in boundary and initial conditions; and (6) compu-
tational resources. All of these limitations are relevant to
CLM4Me, particularly for regional to global applications.
As we discuss below, the available literature provides lim-
ited constraints on many important model parameters (e.g.,
half-saturation coefficients and maximum potential rate for

oxidation, temperature dependence of methanogen produc-
tivity), the effects of competition between processes (e.g.,
aerenchyma transport versus oxidation by methanotrophs in
the rhizosphere), and the spatial distributions of state vari-
ables affecting CH4 production and oxidation (e.g., pH, re-
dox potential, inundation), among others. We attempted to
account for these limitations and ascertain their affects on
model uncertainty as best as possible; however, we expect the
model structure and parameterization will improve as more
information becomes available.

2.1.1 Governing mass-balance relationship

CLM4Me simulates the transient, vertically resolved dy-
namics of CH4 and O2 in the soil column (Fig. 1). For
CH4, the model accounts for production in the anaer-
obic fraction of soil (P , mol m−3 s−1), ebullition (E,
mol m−3 s−1), aerenchyma transport (A, mol m−3 s−1),
aqueous and gaseous diffusion (FD, mol m−2 s−1), and ox-
idation (O, mol m−3 s−1) via a transient reaction diffusion
equation:

∂ (RC)

∂t
=

∂FD

∂z
+P (z,t)−E(z,t)−A(z,t)−O(z,t). (1)

Herez (m) represents the vertical dimension,t (s) is time,
and R accounts for gas in both the aqueous and gaseous
phases:R = εa+KHεw, with εa, εw, andKH (−) the air-filled
porosity, water-filled porosity, and partitioning coefficient for
the species of interest, respectively. An analogous version of
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Eq. (1) is concurrently solved for O2, but with the follow-
ing differences relative to CH4: P = E = 0 (i.e., no produc-
tion or ebullition), the aerenchyma transport is a source rather
than a sink, and the oxidation sink includes the O2 demanded
by methanotrophs, heterotrophs, and autotrophic root respi-
ration.

As currently implemented, each gridcell contains an in-
undated and a non-inundated fraction. Therefore, Eq. (1) is
solved four times for each gridcell and time step: in the inun-
dated and non-inundated fractions, and for CH4 and O2. For
non-inundated areas, the water table interface is defined at
the lowest transition from greater than 95 % saturated to less
than 95 % saturated that occurs above frozen soil layers. The
inundated fraction is allowed to change at each time step, and
the total soil CH4 quantity is conserved by evolving CH4 to
the atmosphere when the inundated fraction decreases, and
averaging a portion of the non-inundated concentration into
the inundated concentration when the inundated fraction in-
creases. In future studies we plan to include the CH4 bio-
geochemistry modeling in our representation of lakes, which
implies that Eq. (1) will be solved an additional two times for
each gridcell where lakes are present.

The CLM4Me structure and process representation bene-
fited from descriptions of several previous models, includ-
ing LPJ-WHYMe (Wania et al., 2010), TEM (Zhuang et
al., 2004), and the model of Walter and Heimann (2000).
However, several improvements have been integrated into
CLM4Me, including representations of (1) the time-varying
inundated fraction; (2) prognostic transport of O2 through
aerenchyma and competition for O2 by oxidizers in the rhi-
zosphere; (3) CH4 production and oxidation in upland soils;
(4) the effect of seasonal inundation on substrate availability;
and (5) a coupled reaction and diffusion numerical scheme.

2.1.2 CH4 production

CLM4 does not currently have a wetland representation that
includes details relevant to CH4 production (e.g., wetland-
specific plants, anoxia controls on SOM turnover), nor is
the inundated fraction used by the CH4 submodel integrated
with the CLM4 soil hydrology and temperature predictions.
We therefore used gridcell-averaged decomposition rates as
proxies for the wetland fluxes and are planning to improve
on this simplification in future work. In CLM4Me, CH4 pro-
duction in the anaerobic portion of the soil column is related
to the gridcell estimate of heterotrophic respiration from soil
and litter (RH; mol C m−2 s−1) corrected for its soil temper-
ature (Ts) dependence, soil temperature through aQ10 factor
(fT ), pH (fpH; Meng et al., 2011), redox potential (fpE), and
a factor accounting for the seasonal inundation fraction (S,
described below):

P = RHfCH4fT fpHfpES. (2)

Here,fCH4 is the baseline fraction of anaerobically miner-
alized C atoms becoming CH4 (all parameters values are

given in Table 1). Assuming that CH4 production is directly
related to heterotrophic respiration implies the assumption
that there are no time delays between fermentation and CH4
production, and that soil organic matter can be treated uni-
formly with respect to its decomposition under either aer-
obic or anaerobic conditions. We setfT = 0 for tempera-
tures equal to or below freezing, even though CLM4 allows
heterotrophic respiration below freezing. Our base temper-
ature for theQ10 factor, TB, is 22◦C. Although the CLM4
soil organic model is not vertically resolved, we distribute
RH among soil levels by assuming that 50 % is associated
with the roots (using the CLM4 PFT-specific rooting distri-
bution) and the rest is evenly divided among the top 0.28 m
of soil (to be consistent with CLM4’s soil decomposition al-
gorithm). The factorfpH is nominally set to 1; its impact
is tested in our sensitivity analysis by applying the method
of Meng et al. (2011). ThefpE sensitivity assumes that the
alternative electron acceptors are reduced with an e-folding
time of 30 days after inundation. The default version of the
model applies this factor to horizontal changes in inundated
area but not to vertical changes in the water table depth in
the upland fraction of the gridcell. Other large-scale mod-
els such as TEM (Zhuang et al., 2004), LPJ-WHyMe (Wania
et al., 2010), and that of Walter et al. (2001a) used produc-
tion relationships analogous to Eq. (2). However, in these
modelsRH was (1) set from observations in six high-latitude
sites in TEM; (2) set from observations in six mid- and high-
latitude sites (Walter et al., 2001a); and (3) related to exuda-
tion and heterotrophic respiration in LPJ-WHyMe. Wania et
al. (2010) argued that the pH and redox factors are so poorly
characterized that they should be excluded. We discuss in the
Results and Discussion sections below the ranges of param-
eter values reported in the literature and how uncertainty in
some of the parameters propagates to uncertainty in regional
and global CH4 emission estimates.

We have also included in CLM4Me the effect of sea-
sonal inundation, which has been ignored in previous mod-
els. Particularly in tropical systems, where both warm-wet
and warm-dry seasons occur, SOM and CH4 dynamics in
a seasonally inundated system will be different than either
upland or continuously inundated systems. In the continu-
ously inundated wetland, anoxia suppresses decomposition,
leading to a larger SOM stock, partially compensating the
effect of anoxia on decomposition rates. The compensation
is complete (i.e., respiration rates are unchanged) if (1) soil
decomposition is a linear function of pool size; (2) the fully
anaerobic decomposition rate is a fixed factor of the aero-
bic rate; and (3) the soil is in equilibrium. In contrast, a
tropical seasonally inundated system may experience exten-
sive decomposition during the dry season but emit most of its
CH4 during the wet season. Because the equilibrium carbon
stock will be smaller, the CH4 fluxes will be smaller than
the annual wetland even during the wet season. Modeling
these dynamics explicitly would require dividing the gridcell
into an array of columns with different seasonal hydrological
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Table 1. Parameter descriptions and sensitivity analysis ranges applied in the model.

Mechanism Parameter Baseline Value Range for Sensitivity Analysis Units Description

Production Q10 2 1.5–4 – CH4 productionQ10
fpH 1 On, off – Impact of pH on CH4 production
fpE 1 On, off – Impact of redox potential on CH4

production
S Varies NA – Seasonal inundation factor
β 0.2 NA – Effect of anoxia on decomposition

rate (used to calculateS only)
fCH4 0.2 NA – Fraction of anaerobically

mineralized C atoms becoming CH4

Ebullition Ce,max 0.15 NA – CH4 concentration to start ebullition
Ce,min 0.15 NA – CH4 concentration to end ebullition

Diffusion fD0 1 1, 10 – Diffusion coefficient multiplier
(Table 2)

Aerenchyma p 0.3 NA – Grass aerenchyma porosity
R 2.9×10−3 NA m Aerenchyma radius
rL 3 NA – Root length to depth ratio
Fa 1 0.2–2.0 – Aerenchyma conductance multiplier

Oxidation KCH4 5×10−3 5×10−4
−5×10−2 mol m−3 CH4 half-saturation oxidation

coefficient (wetlands)
KO2 2×10−2 2×10−3

−2×10−1 mol m−3 O2 half-saturation oxidation
coefficient

Ro,max 1.25×10−5 1.25×10−6
−1.25×10−4 mol m−3 s−1 Maximum oxidation rate (wetlands)

regimes. In CLM4Me, we have developed a simplified scal-
ing factor to mimic the impact of seasonal inundation on CH4
production:

S =
β

(
f − f̄

)
+ f̄

f
,S ≤ 1. (3)

wheref is the instantaneous inundated fraction,f̄ is the an-
nual average inundated fraction (evaluated for the previous
calendar year) weighted by heterotrophic respiration, andβ

is the anoxia factor that relates the fully anoxic decomposi-
tion rate to the fully oxygen-unlimited decomposition rate,
all other conditions being equal. See Appendix B for further
discussion of seasonal inundation.

Some researchers have suggested that CH4 could be pro-
duced in anoxic microsites in otherwise aerobic soil above
the water table. For example, Arah and Stephen (1998) as-
sumed that production is inhibited by a factor dependent on
the gas phase O2 concentration. Arah and Vinten (1995),
Rappoldt and Crawford (1999), and Schurgers et al. (2006)
discuss more complicated approaches to estimating anoxic
soil volume fraction based on soil properties and the rate of
oxygen consumption. We note that one reason CH4 produc-
tion may not be analogous to denitrification is that alternative
electron acceptors that inhibit CH4 production may persist in
anoxic microsites. As a sensitivity case, we examined the
effects on global CH4 flux and atmospheric methane uptake

of including production in anoxic microsites according to the
Arah and Stephen (1998) expression:

ϕ =
1

1+ηCO2

. (4)

Here,ϕ is the factor by which production is inhibited above
the water table (compared to production as calculated in
Eq. 2),CO2 (mol m−3) is the bulk soil oxygen concentration,
andη = 400 m3 mol−1.

2.1.3 Ebullition

Our representation of ebullition fluxes follows that of Wania
et al. (2010). Briefly, the simulated aqueous CH4 concentra-
tion in each soil level is used to estimate the expected equi-
librium gaseous partial pressure as a function of tempera-
ture and pressure. When this partial pressure exceedsCe,max
(taken as 15 % of the ambient pressure; Baird et al., 2004;
Strack et al., 2006; Wania et al., 2010), bubbling occurs to
remove CH4 to below this value, modified by the fraction of
CH4 in the bubbles (taken as 57 %; Kellner et al., 2006; Wa-
nia et al., 2010). Bubbles are immediately added to the sur-
face flux for saturated columns and are placed immediately
above the water table interface in unsaturated columns. In
many systems, physical constraints exist that hinder bubble
transport. However, further research is required to develop
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model structures and parameterizations to represent this pro-
cess in large-scale CH4 biogeochemical models.

2.1.4 Aerenchyma transport

Vascular plants that inhabit continuously or seasonally in-
undated systems must supply O2 to their roots and pro-
vide a conduit to remove toxics. Many such plants develop
aerenchyma, which are tissues that facilitate exchange be-
tween atmospheric O2 and autotrophic root demand in the
soil. However, these tissues are also conduits for CH4 and
other gases to diffuse from the soil to the atmosphere. An O2
molecule within the aerenchyma has several possible fates:
consumption by cells within the root tissue, continued diffu-
sion toward the root tips, or diffusion radially to the rhizo-
sphere. Some plants have evolved barriers to radial oxygen
loss (at a cost of less efficient water and nutrient uptake),
but there can still be substantial loss to the soil surround-
ing root tips (Colmer, 2003). There is also evidence that
methanotrophs exist inside the root tissue (Bosse and Fren-
zel, 1997). Up to 30–40 % of the O2 supplied in aerenchyma
can be lost through radial diffusion to the rhizosphere (Arm-
strong, 1979), where it can supply other O2 consumers (e.g.,
methanotrophs). We used the synthesis by Colmer (2003)
of the substantial literature on aerenchyma combined with
the approach described by Wania et al. (2010) to develop the
representation of aerenchyma transport for CLM4Me.

Aerenchyma transport is modeled in CLM4Me as gaseous
diffusion driven by a concentration gradient between the spe-
cific soil layer and the atmosphere. There is evidence that
pressure-driven flow can also occur, but we did not include
that mechanism in the current model. Pressure-driven flow
may have a relatively small effect on O2 and CH4 fluxes (Wa-
nia et al., 2010), although some studies contend the oppo-
site (e.g., Chanton et al., 1993; Chanton and Whiting, 1996;
Whiting and Chanton, 1996; Ding and Cai, 2007). The dif-
fusive transport through aerenchyma (A, mol m−2 s−1) from
each soil layer is represented in the model as:

A =
C(z)−Ca

rLz
DpTρr

+ra
, (5)

whereD is the free-air gas diffusion coefficient (m2 s−1);
C(z) (mol m−3) is the gaseous concentration at depthz (m);
rL is the ratio of root length to depth;p is the porosity (−);
T is specific aerenchyma area (m2 m−2); ra is the aerody-
namic resistance between the surface and the atmospheric
reference height (s m−1); andρr is the root fraction in the soil
layer (−). Some studies have found that stomatal conduc-
tance can control plant-mediated transport in certain species
(e.g., Schimel, 1995), but we did not include this mechanism
in CLM4Me.

The porosity of aerenchyma varies widely across plant
species, between genotypes within a species, between
root types (e.g., seminal versus adventitious) of a single
species, and along roots. Based on the ranges reported in

Colmer (2003), we have chosen baseline porosity values of
0.3 for grass and crop PFTs and 0.1 for tree and shrub PFTs.
The aerenchyma area varies over the course of the growing
season; we parameterize this dependency using the simulated
leaf area indexL (m2 m−2):

T =
fNNaL

0.22
πR2. (6)

Here Na is annual net primary production (NPP,
mol m−2 s−1); R is the aerenchyma radius (2.9× 10−3 m);
fN is the belowground fraction of current NPP; and the
0.22 factor represents the amount of C per tiller (Wania et
al., 2010). These factors are likely to vary between PFTs,
and probably within an individual PFT, and were developed
for sedges and may not be appropriate for woody pfts. We
investigated the sensitivity of the aerenchyma CH4 fluxes to
porosity and simulated aerenchyma area below.

In addition to the aerenchyma methane flux, CLM4Me
simulates the direct emission of methane from leaves to the
atmosphere via transpiration of dissolved methane. We used
the simulated soil water methane concentration in each soil
layer and the CLM4 predicted transpiration for each PFT, as-
suming that no methane was oxidized inside the plant tissue;
this approach is likely to yield an overestimate of the tran-
spiration flux, as methanotrophs can exist inside plant tissue
(Bosse and Frenzel, 1997).

2.1.5 CH4 oxidation

Heterotrophic methanotrophs are the dominant functional
group of microbes that oxidize CH4 in soils, with a rate de-
pendent on O2 and CH4 concentrations, and to a lesser degree
pH and redox potential. Oxidation can be represented with
double Michaelis-Menten kinetics (Arah and Stephen, 1998;
Segers, 1998), dependent on both the CH4 and O2 concen-
trations:

Roxic = Ro,max

[
CCH4

KCH4 +CCH4

][
CO2

KO2 +CO2

]
Q10Fϑ (7)

where KCH4 and KO2 are the half saturation coeffi-
cients (mol m−3) with respect to CH4 and O2 concentra-
tions, respectively;Ro,max is the maximum oxidation rate
(mol m−3 s−1); and Q10 specifies the temperature depen-
dence of the reaction. The soil moisture limitation fac-
tor Fϑ is applied above the water table to represent water
stress for methanotrophs. Based on the data in Schnell and

King (1996),Fϑ = e
−P
Pc , whereP is the soil moisture poten-

tial andPc = −2.4×105 mm; this value is roughly consis-
tent with that reported by Gulledge and Schimel (1998). Val-
ues forKCH4 in the literature span the range 0.8 to 66.2 µM
(Segers and Kengen, 1998), andKO2 spans the range 0.3
to 200 µM (Segers, 1998). We note thatKCH4 andRo,max
likely vary between uplands and wetlands (Bender and Con-
rad, 1992) (referred to as “high-affinity” and “low-affinity”
methanotrophs, respectively), consistent with evolutionary
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Table 2. Temperature dependence of aqueous and gaseous diffusion coefficients for CH4 and O2.

D0 (m2 s−1) CH4 O2

Aqueous 0.9798 + 0.02986T + 0.0004381T 2 1.172+ 0.03443T + 0.0005048T 2

Gaseous 0.1875 + 0.0013T 0.1759 + 0.0011T

pressures on the microbial populations. For example, they
found that bothKCH4 andRo,max are more than 100 times
larger for the low-affinity methanotrophs active in wetlands.
Whalen and Reeburgh (1996) found about a 10-fold higher
KCH4 for their sites in Alaska; we assumed a 10-fold ratio
for both parameters for our base parameter set.

CLM4Me simulates microbial competition for O2 by first
calculating unlimited O2 demands for heterotrophic respira-
tion, autotrophic respiration, and methanotrophy. If the to-
tal demand exceeds available O2, the individual demands are
scaled proportionately so that all of the O2 is consumed.

2.1.6 Aqueous and gaseous diffusion

The diffusivity of gases in water and air depend on the gas
species, soil structure, and temperature. For gaseous diffu-
sion, we adopted the temperature dependence of molecular
free-air diffusion coefficients (D0 (m2 s−1)) as described by
Lerman (1979) and applied by Wania et al. (2010) (Table 2).

Gaseous diffusivity in soils also depends on the molecular
diffusivity, soil structure, porosity, and organic matter con-
tent. Moldrup et al. (2003), using observations across a range
of unsaturated mineral soils, showed that the relationship be-
tween effective diffusivity (De (m2 s−1)) and soil properties
can be represented as:

De= D0θ
2
a

(
θa

θs

) 3
b

, (8)

whereθa andθs are the air-filled and total (saturated water-
filled) porosities (−), respectively, andb is the slope of
the water retention curve (−). However, Iiyama and
Hasegawa (2005) have shown that the original Millington-
Quirk (Millington and Quirk, 1961) relationship matched
measurements more closely in unsaturated peat soils:

De= D0
θ

10
3

a

θ2
s

. (9)

In CLM4Me, we applied Eq. (8) for soils with zero or-
ganic matter content and Eq. (9) for soils with more than
130 kg m−3 organic matter content. A linear interpolation be-
tween these two limits is applied for soils with SOM content
below 130 kg m−3. For aqueous diffusion in the saturated
part of the soil column, we applied (Moldrup et al., 2003):

De= D0θ
2
s . (10)

To simplify the solution, we assumed that gaseous diffusion
dominates above the water table interface and aqueous diffu-
sion below the water table interface. Descriptions, baseline
values, and dimensions for parameters specific to the CH4
model are given in Table 1.

Mastepanov et al. (2008) observed a surge of methane
emissions at high-latitude sites during fall freeze-up; they hy-
pothesized that this flux resulted from methane being forced
out of freezing soil pores. As a rough sensitivity analysis,
we simulated this effect by excluding methane from dissolv-
ing in the ice fraction of the soil pore space, thus increasing
the concentration in the remaining aqueous and gaseous frac-
tions.

2.1.7 Boundary conditions and reactive transport
solution

The flux at the soil surface is calculated using the differ-
ence between the atmospheric concentration and either the
gaseous concentration in the first soil layer (non-saturated
soils) or in equilibrium with the water (inundated soil). The
model uses the surface-layer aerodynamic resistance deter-
mined in CLM4 and the diffusivity through the top half of
the top soil layer to calculate the surface flux to the atmo-
spheric reference height. When snow is present, a resistance
is added to account for diffusion through the snow based on
the Millington-Quirk expression (Eq. 9) and CLM4’s predic-
tion of the liquid water, ice, and air fractions of each snow
layer. For freezing or frozen soils below the water table,
diffusion is limited to the remaining liquid (CLM4 allows
for some freezing point depression). The bottom boundary
condition for all species is taken as a no-flux boundary. For
unsaturated soils, Henry’s law equilibrium is assumed at the
interface with the water table.

For each time step, the net CH4 and O2 sinks in each model
depth interval are computed. If the total demand for one of
the species exceeds the amount available, the demand from
each process associated with the sink is scaled by the fraction
required to ensure non-negative concentrations. Since the
methanotrophs are limited by both CH4 and O2, the stricter
limitation is applied to methanotroph oxidation, and then the
limitations are scaled back for other processes. Once these
competitive interactions have been accounted for, Eq. (1) is
solved using a Crank-Nicholson solver (Press et al., 1989)
(Appendix A). Two methane balance checks are performed
at each timestep to insure that the diffusion solution and the
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time-varying aggregation over inundated and non-inundated
areas strictly conserves methane molecules (except for pro-
duction minus consumption) and carbon atoms. We note that
this solution method ignores the potentially large changes in
simulated oxidation rates that might occur across the model
time step (1800 s) when large changes in O2 concentrations
are simulated. However, addressing this problem would re-
quire an iterative solution that could substantially increase
the simulation time for the CH4 BGC model component.

2.2 Inundated fraction prediction

An important control on large-scale CH4 emission estimates
is the simulated spatial extent of inundated area. Previous
regional and global CH4 emission models have applied wet-
land distribution estimates from Matthews and Fung (1987)
(e.g., Zhuang et al., 2004; Walter et al., 2001a; Cao et
al., 1996), Landsat (Potter et al., 2006), or the IGBP soils
database (Wania et al., 2010). However, these static distri-
butions do not allow for prognostic analysis of changes in
surface hydrology that may affect CH4 emissions over the
21st century.

We therefore developed a simplified dynamic representa-
tion of spatial inundation based on recent work by Prigent et
al. (2007), who described a multi-satellite approach to es-
timate the global monthly inundated fraction (Fi) over an
equal area grid (0.25◦

× 0.25◦ at the equator) from 1993–
2000. They compared their estimates to the static estimates
of Matthews and Fung (1987) and discussed the lack of sen-
sitivity of their method to small fractional inundation (less
than∼10 % cover). They suggested that the IGBP estimate
for inundation could be used as a measure of sensitivity of
their detection approach at low inundation (i.e., the satellite
dataset may not represent small, isolated water bodies in ar-
eas that are otherwise largely unsaturated). To address this
issue, we used the sum of their satellite-derivedFi and the
constant IGBP estimate when it was less than 10 % to pa-
rameterize an estimate of inundation in CLM4 (Eq. 11). A
further complication in applying the satellite observations is
that they provide an estimate of the inundated area, while the
biogeochemical model requires an estimate of the saturated
area, which may be missed in the absence of open water.
We expect that ongoing work in the hydrology submodel of
CLM4 will alleviate the need for this simplification in future
model versions.

Currently in CLM4, an index of the saturated fraction (fs)

of a gridcell is computed from the simulated water table
depth and a spatially variable parameter and is used in the
model’s estimate of surface runoff (Niu et al., 2005; Ole-
son et al., 2008). However, the simulated globalfs is sub-
stantially larger than the satellite inundation estimate and
does not match the spatial or temporal patterns of variabil-
ity. We therefore used a simple inversion for the inundated
fraction for methane production (fi) to optimize three param-
eters (p1, p2, p3) for each grid cell in a simple model based

on simulated water table depth (zw) and surface runoff (Qr
(mm s−1)):

fs= P1e
−zw
p2 +p3Qr. (11)

We note that many wetland systems are comprised of a se-
ries of hummocks and hollows at fine spatial scale (Whalen,
2005), and that the area described as inundated by the satel-
lite reconstruction may consist of a patchwork of inundated
and exposed surfaces. Given the complexities of characteriz-
ing these features globally, we did not attempt to include that
level of complexity in this version of the model.

2.3 Model spin-up and forcing

We used a modified version of the standard method to spin up
terrestrial C and N cycles in CLM4 (Thornton et al., 2007),
which includes (1) a 500 yr accelerated spin up phase using
the atmospheric forcing dataset (Qian et al., 2006) provided
with CLM4, continuously cycled over a 25 yr period (1948–
1972); (2) an additional 1000 yr spin up with land use, N
deposition, and aerosol deposition set to 1850 levels; and
(3) a transient simulation from 1850 to present accounting
for changes in atmospheric CO2, N deposition, aerosol de-
position, and land use.

Though CLM4 includes changes that improve the simu-
lation of permafrost dynamics (i.e., thermal and hydrologic
properties of soil organic matter, Lawrence and Slater, 2008;
∼50 m deep ground column, Lawrence et al., 2008), these
changes coupled with soil hydrology changes resulted in un-
realistically dry active layers that can severely limit vegeta-
tion productivity (and consequently CH4 production) in per-
mafrost zones (Lawrence et al., 2011). S. C. Swenson and
D. L. Lawrence (personal communication, 2011) have al-
leviated the dry bias associated with frozen soils in CLM4
through the introduction of an ice impedance factor that re-
duces the hydraulic conductivity of frozen soils and a fibric-
to-sapric transition in peat thermal and hydraulic properties
(Letts et al., 2000). These changes greatly increase the near-
surface soil moisture content in regions with seasonally and
permanently frozen soil, consistent with observations (Hinz-
man et al., 1991). To make sure that plants in permafrost
regions can access the increased near-surface soil moisture,
we modified the calculation of the soil-moisture limitation on
transpiration so that only unfrozen soil layers are considered.

2.4 Site-level observations

We compared model predictions to observations from 13
sites in the mid- to high-latitudes and 5 sites in the tropics
(Table 3). We only provide here a brief description of the
sites and observations since they are thoroughly described
in the given citations and many of these datasets have been
used and described by previous modeling groups to test their
CH4 emission models. The comparison between predictions
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Table 3. Description of the sites and measurements used in the comparison with model predictions.

Site # Site Location Citation Site Description Measurement Method

Extra-Tropics

1 Stordalen, Sweden Jackowicz-Korczynski
et al. (2010)

Sub-Arctic mire. Grass and a
moss layer.

Eddy-covariance flux tower,
half hourly

2 Stordalen, Sweden Svensson et al. (1999) Sub-Arctic mire. Data com-
bined for wet ombrotrophic,
wet intermediate ombro-mi-
nerotrophic,
and wet minerotrophic sites.

Static chamber

3 Deger̈o, Sweden Granberg et al. (2001) Oligotrophic lawn in a boreal
mire.

Static chamber

4 Salmisuo, Finland Saarnio et al. (1997) Minerogenic oligotrophic fen.
Grass, bog-rosemary, cran-
berry, sedge, and a moss layer.

Static chamber

5 Alaska, USA Whalen and
Reeburgh (1992)

Tundra underlain by per-
mafrost. Mosses with no
vascular plants. Mean of
tussock and inter-tussock
depressions.

Static chamber

6 Boreas NSA-Fen, Canada Bubier et al. (1998) Fen with peat and brown
mosses, bog-bean, sedges.

Static chamber

7 Boreas SSA-Fen, Canada Verma et al. (1998) Peatland. Poorly minerotro-
phic to oligotrophic.
Sphagnum andScheuchzeria
palustris and Chamaedaphne
calculata

Eddy-covariance

8 Minnesota, USA,
Junction Fen

Dise (1993) Open poor fen dominated by
Carex oligosperma.

Static chamber

9 Minnesota, USA Clement et al. (1995) Transitional between poorly
minerotrophic fen and an olig-
otrophic bog.

Static chamber and micro-
meteorological measurements

10 Missisissippi, USA Koh et al. (2009) Oaks, open floating vege-
tation, several herbaceous
species. Data combined from
the permanently and occasion-
ally flooded zones.

Static chamber and micro-
meteorological measurements

11 New Hampshire, USA P. M. Crill, personal
communication (2010)

Fen. Static chamber

12 Michigan, USA,
Buck Hollow Bog

Shannon and
White (1994)

Bog. Ombrotrophic peatland.
Moss and rush.

Static chamber

13 Ruoergai, China Ding et al. (2004) Freshwater marsh.Carex. Static chamber

Tropical

14 Panama Keller (1990) Tropical swamp. Palm. Static chamber
15 Central Amazonia, Brazil Wassmann et al. (1992) Flooded forest.Pseudobo-

max munguba, Cratavea ben-
thamii, and Vitex cymosa.

16 Pantanal, Brazil Alavala and
Kirchoff (2000)

Tropical wetland. Floating static chamber

17 Orinoco, Venezuela Smith et al. (2000) Flooded forest, floodplain. Floating static chamber
18 Amazon River, Brazil Devol et al. (1990) Floodplain of the Amazon

River main stem. Data for
flooded forests and macro-
phyte beds combined.

Floating static chamber
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and observations was complicated because (1) directly mea-
sured climate forcing was unavailable at any of the sites;
(2) we did not change the default model surface conditions
(e.g., aerenchyma area, LAI) to be consistent with actual
values at each site (this approach is consistent with that
used in the Carbon-Land Model Intercomparison Project (C-
LAMP); Randerson et al., 2009); and (3) many of the sites
have very sparse spatial and temporal data coverage.

2.5 Global atmospheric inversions

We compared the global CLM4Me CH4 emission estimates
with results from three recent global atmospheric inversion
estimates. The first inversion (Bergamaschi et al., 2009) used
the Scanning Imaging Absorption Spectrometer for Atmo-
spheric Chartography (SCIAMACHY) aboard the ENVISAT
satellite and NOAA ship and aircraft profile samples to esti-
mate wetland + rice CH4 emissions at 4◦ ×6◦ globally, and
also used the telescoping capability of the Match model to
perform high-resolution (1◦×1◦) inversions over selected re-
gions for 2004. Their study also reported sensitivity to emis-
sion estimates by selectively including and excluding por-
tions of the observations from the inversion. The second in-
version (Bloom et al., 2010) used a combination of SCIA-
MACHY observations, simple CH4 emission estimates as
priors, and estimates of inundation derived from the GRACE
satellite to estimate CH4 emissions, and their uncertainty,
globally at a resolution of 3◦ ×3◦ for 2003–2005. The third
inversion (Bousquet et al., 2006) applied the chemistry trans-
port model LMDZ-INCA to infer 1◦×1◦ global surface CH4
emissions between 1984 and 2003. We combined their esti-
mates for swamps, bogs, tundra, rice, and soils for compar-
ison to an annual mean and uncertainty range for CLM4Me
simulations and each of the inversions based on combined
spatial and temporal variability.

2.6 Change in high latitude CH4 emissions over the next
century

In order to evaluate the effects of 21st century climate
change on high-latitude emissions and the uncertainty in
those emissions caused by parameter uncertainty, we per-
formed a 21st century RCP4.5 (Reference Concentration
Pathway; 4.5 W m−2) scenario (Clarke et al., 2007). For this
scenario, we first generated atmospheric forcing data from a
fully coupled 1.9◦

×2.5◦ CCSM4 1850–2100 historical and
RCP4.5 simulation, using the default CCSM4 model (with
none of the CLM4 modifications mentioned above). We
then used the 1850–1874 atmospheric forcing to spin up the
CLM4 model offline with our modifications for the methane
model and the changes to Arctic hydrology, rooting depth,
and peat properties (Sect. 2.3), using 1850 values for aerosol
deposition, N deposition, CO2, and land use. Finally, we
used the spin-up to initialize an offline 1850–2100 run with
historical and RCP4.5 conditions for aerosol deposition, N

deposition, CO2, and land use, forced by the data gener-
ated from the fully coupled 1850–2100 CCSM4 run. Since
none of the methane model parameters as currently imple-
mented affect the basic soil C-N cycle in CLM4, and since
the methane and oxygen soil concentrations come to equilib-
rium in less than a month, we were able to replicate the pa-
rameter sensitivity experiments discussed above by repeating
the 1995–1999 and 2095–2099 periods of this simulation for
each sensitivity case.

We treated this experiment as a sensitivity study rather
than a prediction because of the missing processes and model
deficiencies discussed earlier. In particular, the lack of pro-
cesses responsible for long-term carbon storage do not al-
low the model to generate the observed large stocks of high-
latitude carbon, a problem exacerbated by the low high-
latitude productivity in the fully coupled CCSM4 as com-
pared to CLM4 forced offline by NCEP reanalysis data.
However, it does allow us to estimate 21st century high-
latitude methane emissions in the absence of changes in high-
latitude plant productivity, availability of permafrost C, and
thermokarst processes. We evaluated the change in CH4
emissions regionally as ratios between the means in 2090–
2099 and 1990–1999, and related the differences to changes
in CH4 production, CH4 oxidation, and inundation.

2.7 Model sensitivity to parameter uncertainty

As discussed above, many of the parameters used in re-
gional and global CH4 BGC models are highly uncertain.
To illustrate the sensitivity of our CH4 emission predictions
to parameter uncertainties, we varied several parameters in
the model (Table 1):Q10 of CH4 production (1.5, 3, 4);
factors used in predicting CH4 oxidation (Ro,max, KCH4,
KO2; factor of 10 above and below baseline); factors af-
fecting aerenchyma transport (20 % and 200 % of baseline
aerenchyma area, non-grass aerenchyma porosity (17 and
33 % of grass value)), the unsaturated zoneKCH4 andRo,max
(making them equivalent to the baseline wetland values), gas
diffusivity multiplier (factor of 10), andfpH andfpE (include
both pH and redox potential, ignore both pH and redox po-
tential, and include pH and ignore redox potential). The high
and low values for parameters were chosen based on a litera-
ture review.

As mentioned above,Q10 values for CH4 production and
consumption are uncertain, although it is likely that pro-
duction is more temperature sensitive than oxidation when
methanogens are not substrate-limited. To investigate how
this asymmetry might manifest at large scales, we performed
a series of sensitivity runs with productionQ10 values of 2
(baseline), 3, and 4 and oxidation values of 1.5, 1.9 (base-
line), and 3.
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Fig. 2. Fi for three latitude bands and globally estimated from three approaches: satellite reconstruction (Prigent et al., 2007); the approach
described in Matthews and Fung (1987), and the approach integrated in CLM4.

3 Results

3.1 Prediction of inundated fraction

CLM4Me predictions of inundated fraction (Fi) were con-
sistent with the spatial and temporal patterns of the satellite
reconstruction at large spatial scales (Fig. 2), although there
were often discrepancies at the gridcell level. Between June
and September, simulatedFi was over-estimated in northern
Asia, and underestimated in mid- and eastern Canada, por-
tions of northern Asia, and northern India (Fig. 3). The dif-
ferences in Canada are likely affected by difficulties in pre-
dicting water table depth and overland flow in permafrost re-
gions. The errors in India are potentially important for CH4
emission estimates, since this is a region where high CH4
emissions have been predicted by inversions (Bergamaschi
et al., 2009; Bloom et al., 2010). The differences in this
region may be related to rice irrigation, which CLM4 does

not currently include. As mentioned earlier, ongoing work in
CLM4 should allow us to update this representation of inun-
dation with a more mechanistic model of surface hydrology
in future model versions.

3.2 Comparison to site-level observations

We compared model predictions in the offline simulation
forced by the meteorology dataset provided with CLM4
(Qian et al., 2006) against the CH4 emission observations
described in Table 3. We did not have directly measured cli-
mate forcing at any of the sites, nor did we change the de-
fault model surface conditions (e.g., aerenchyma area, LAI
at 1.9◦

× 2.5◦ resolution) to be consistent with actual val-
ues at each site. Thus, we expect some differences between
measured and simulated CH4 emissions to result from differ-
ences between actual and imposed climate forcing and sur-
face conditions. Using the central parameter values (Table 1),
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Fig. 3. Difference between mean June–September observed and
simulated inundation.

simulated emissions matched the observed emissions rela-
tively well at some of the sites (Fig. 4), while substantial dif-
ferences in seasonality and magnitude existed at other sites.
To emphasize the important role oxidation has in affecting
the net surface flux, we also show the sum of the net simu-
lated surface flux and column-integrated CH4 oxidation. Dif-
ferences between the simulated and observed net CH4 emis-
sions were large in several of the tropical sites, but we cau-
tion that very few observations were available to create the
monthly averages shown. We note that Meng et al. (2011)
used a version of CLM4Me to compare simulated and ob-
served CH4 emissions in unsaturated tropical sites.

3.3 Comparison to top-down CH4 flux estimates

The patterns and magnitudes of simulated annual-average
bottom-up and top-down (atmospheric inversion) CH4 fluxes
are consistent across most of the 10◦ latitude bands (Fig. 5).
The largest differences between the baseline-parameter
CLM4Me and inversion predictions were in the 20◦ S–10◦ S,
40◦ N–50◦ N, and 50◦ N–60◦ N latitude bands. The excessive
production in the 20◦ S–10◦ S band (for the baseline param-
eter case) can be explained by the high CLM4 GPP bias in
the Amazon (Beer et al., 2010). This comparison is crude,
since the ranges on the bottom-up and top-down estimates
span different time periods and spatial resolutions. However,
the comparison does illustrate broadly consistent patterns in
emissions by the different approaches and how individual
model parameters can affect the simulated zonal CH4 emis-
sions. For example, increasing the CLM4Me CH4 produc-
tion Q10 value from the baseline value of 2 to 3 decreased
high latitude emissions to be closer to top-down inversion
values, increased simulated 20◦ S–10◦ S net emissions to un-
realistically high values, and increased CH4 fluxes between
10◦ S and 20◦ N.

3.4 Global CH4 emission estimates

Using the baseline parameter set, CLM4Me estimated
annual-average CH4 emissions over the 25-yr simulation
(Fig. 6) of 270, 160, 50, and 70 Tg CH4 yr−1 globally, in
the tropics, in the temperate zone, and north of 45◦ N, re-

spectively. These values are within the (wide) range reported
from bottom-up and top-down inversion analyses (see Intro-
duction). Because of the many interacting factors affecting
net CH4 emissions, we found no simple relationship between
annual gridcell CH4 emissions and either land area, inun-
dated area, or NPP.

3.5 Global uptake of atmospheric methane in
unsaturated ecosystems

Using estimates of tropospheric OH radical destruction and
stratospheric photo-dissociation and the fact that methane is
relatively well-mixed in the atmosphere, King (1997) esti-
mated the global methane soil sink to be∼40 Tg CH4 yr−1,
while the IPCC (2007; WG1 7.4.1.1) reported a range of
26–34 Tg CH4 yr−1 with a preferred value of 30 Tg CH4 yr−1

(Snover and Quay, 2000). A modeling study by Ridgwell
et al. (1999) simulated the sink to be 20–51 Tg CH4 yr−1.
We predicted a global CH4 sink of 31 Tg CH4 yr−1 using the
baseline parameter set for CLM4Me. We tested the sensi-
tivity of this prediction to several scenarios: (a) setting up-
land oxidation parameters equal to those for wetlands, which
caused a global change of less than 0.1 Tg CH4 yr−1; (b) al-
lowing production above the water table in anoxic microsites,
which decreased the sink to 15 Tg CH4 yr−1; (c) removing
the low-moisture limitation of methane oxidation, which in-
creased the sink to 38 Tg CH4 yr−1; and (d) multiplying the
gas diffusivity by 10 to mimic convective transport, which
increased the sink to 80 Tg CH4 yr−1.

3.6 Effects of aerenchyma on net emissions

We investigated the impact of aerenchyma area on net CH4
emissions in saturated and unsaturated conditions by forcing
the specific aerenchyma areaT (Eq. 6) to vary based on a
scaling factor (fA). For illustration, we present the results
for a 1-yr simulation at the Michigan, USA site (Table 3). In
saturated conditions, the aerenchyma CH4 flux decreased as
fA increased, since the additional O2 increased CH4 oxida-
tion in the rhizosphere (Fig. 7a). Note that to isolate the im-
pact of changing aerenchyma area, we did not increase labile
C inputs to the system as would likely occur in a real system
if root area increased. The ebullition CH4 flux is largest in
the absence of aerenchyma (fA = 0), and smallest under the
default aerenchyma area (Fig. 7b). The net effect of increas-
ing aerenchyma area from 0 to the default value is to reduce
the net surface CH4 flux by ∼20 % (Fig. 7c). We also experi-
mented with different approaches to characterizing ebullition
transport (i.e., allowing equilibrium and disassociation of the
bubbles as they travel up through the column), and allowing
enhanced aqueous diffusion (which could result from con-
vection in soil fluids) by increasing the diffusion coefficients
by up to a factor of 10, with qualitatively similar results. In
unsaturated conditions with a prescribed water table depth of
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17 cm in the same gridcell, the simulated net CH4 flux did
not decrease with increasing aerenchyma area.

As described earlier, most previous CH4 models have as-
sumed a fixed fraction of CH4 is oxidized in aerenchyma,
whereas CLM4Me prognoses the oxidation based on de-
mands from all O2 consumers. To predict the fraction of
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site.

CH4 oxidized, we compared the default simulation with one
that excluded aerenchyma oxidation and O2 diffusion. Glob-
ally, CLM4Me estimated an oxidized fraction of∼0.6 in
aerenchyma; this fraction was spatially (Fig. 8) and tem-
porally heterogeneous. The oxidation-to-production ratio
varied seasonally and with latitude. For example, north of
45◦N, the fraction of produced CH4 that was oxidized be-
fore it reached the soil surface varied between 0.35 and 0.75,
with a minimum in April-May and maximum in September–
October. In the tropics, this fraction varied between 0.5 and
0.7, with a minimum in May and maximum in July–August.

3.7 Effect of allowing emission via transpired dissolved
methane

CLM4Me predicts CH4 emissions via the transpiration
stream. This approach may overestimate the actual tran-
spired flux, because it assumes that no methanotrophs are
active in plant tissue. Considering all the sensitivity sce-
narios, including allowing production in anoxic microsites
above the water table, CH4 emissions via this mechanism
were less than 1 Tg CH4 yr−1. We conclude that CH4 emis-
sions via transport in the transpiration stream are unlikely to
significantly contribute to the global methane budget.

3.8 21st century CH4 emissions scenario

We used the baseline model structure and parameterization
to evaluate differences in predicted CH4 emissions between
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0.1 mg CH4 m−2 d−1 are shown.

2090–2099 and 1990–1999. CLM4Me predicted∼20 % in-
creases in CH4 emissions globally, in the Tropics, at mid-
latitudes, and at high-latitudes. At mid- and high-latitudes,
increases in CH4 emissions were concurrent with compara-
ble increases in CH4 production and oxidation and∼10 %
increases in NPP. However, high-latitude fractional inunda-
tion decreased by about 20 %, while mid-latitude inundated
area remained approximately unchanged. Increases in pre-
dicted tropical CH4 fluxes resulted from a combination of
increased CH4 production (which increased∼15 %) and in-
creased inundated area (which increased∼10 %). The sensi-
tivity of future CH4 emissions to parameter uncertainty was
comparable to the sensitivity of present emissions, except
for the temperature sensitivity to production. In our base-
line scenario, we assumed that methanogenesis was primar-
ily substrate-limited with a default methane productionQ10
of 2, slightly higher than the CLM4 soil decompositionQ10
of 1.5. Assuming methanogenesis has aQ10 of 4 results in
predicted high-latitude CH4 flux increases over the 21st cen-
tury of about 50 %.

These large-scale averages are complicated to interpret be-
cause they subsume substantial spatial heterogeneity. For
example, predicted CH4 emissions increased in about a 10◦

zone surrounding Hudson’s bay (with increases in inundation
and CH4 production and oxidation), but decreased over much
of the continuous permafrost portions of Alaska (because of
decreases in inundation and relatively larger increases in oxi-
dation compared to production). Portions of northern Europe
had increases in predicted CH4 emissions despite concurrent
decreases in inundated area. In the currently discontinuous
permafrost areas of northern Asia, CH4 emissions increased
because of increases in inundated area. However, predicted
CH4 emissions decreased in the currently continuous per-
mafrost areas of northern Asia, due to reductions in inun-
dated area and increases in oxidation larger than increases in
production.
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3.9 Sensitivity of simulated CH4 emissions to parameter
uncertainty

We performed model simulations to characterize the sen-
sitivity of site-level, high-latitude, and tropical CH4 fluxes
to variations in several model parameters using reasonable
ranges distilled from the literature. Of the parameters tested,
those associated with the temperature dependence of CH4
production, potential CH4 oxidation rate, and aerenchyma
area had the largest effects (up to a factor of four in an-
nual CH4 emissions) in the large-scale sensitivities (Fig. 9).
The sensitivity of simulated monthly CH4 emissions at the
site level was often substantially greater than for the large-
scale means. For example, at the Minnesota sites, variation
in Ro,max affected net August CH4 surface fluxes by more
than a factor of ten.

We also tested how differences in the temperature sensi-
tivity of CH4 production and oxidation (Q10) affected CH4
emissions (not shown). The relative responses were differ-
ent between high latitudes and the Tropics. For example, for
the baseline oxidationQ10 of 1.9, high-latitude CH4 emis-
sions decreased by more than a factor of two as the produc-
tion Q10 increased; the opposite pattern was simulated for
the Tropics. An oxidationQ10 of 3 led to more than a factor
of 2 reduction in high-latitude CH4 emissions for all values
of productionQ10 tested.

We performed a sensitivity analysis to the inclusion of a
simple mechanism for simulating methane emissions during
fall freeze-up. We found that this extended the season of
large high-latitude emissions a few days longer into the fall,
and increased total high latitude fluxes by 3 %. However,
most of the extra emissions were via aerenchyma in inun-
dated areas, which may not be realistic. Emissions actually
decreased slightly in non-inundated areas due to increased
oxidation during the spring thaw.

As a final sensitivity analysis, we allowed CH4 produc-
tion above the water table in anoxic microsites, which in-
creased simulated global methane fluxes by 21 %. Due to the
high ratio of global surface unsaturated to saturated area, the
methane production nearly doubled, though most of this ad-
ditional production was oxidized before reaching the surface.
We caution, however, that this result assumes our baseline
parameters for oxidation kinetics, and that the generally large
sensitivity of net fluxes to oxidation kinetics would likely be
enhanced with this large amount of additional CH4 produc-
tion.

4 Discussion

4.1 Inundated fraction

Errors in the simulated fractional inundation of a particular
gridcell are of first order importance to gridcell CH4 esti-
mates, yet regional and global models poorly represent the
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Fig. 9. Single value sensitivity analysis around the baseline set of
values forQ10 of production (1.5, 3, 4); inundated oxidation pa-
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5×10−2); KO2 (2×10−3, 2×10−1); aerenchyma area (0.2, 2);
aerenchyma non-grass porosity (0.05, 0.15); unsaturated oxidation
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(fpH andfpE applied,fpH andfpE set to 1,fpH applied andfpE
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processes resulting in small-scale and seasonal inundation.
Many of the ecosystems responsible for CH4 emissions, such
as bogs and fens, occur at spatial scales well below those re-
solved in GCMs. Although the Prigent et al. (2007) satellite
reconstruction gives a good first estimate of global inunda-
tion, more work is required to address uncertainties associ-
ated with small water bodies and to test the approach against
site-level observations. Further, our approach for integrat-
ing the satellite reconstruction into CLM4Me’sFi estimate
is dependent on simulated seasonal variability of water table
depth and surface runoff, both of which are difficult to predict
globally. We expect that ongoing work in the hydrology sub-
model of CLM4, using fine-scale topographical information
and including the unique hydrology of peatlands, will allevi-
ate the need for this simplification in future model versions.

4.2 Simulated and observed CH4 emissions

Comparing simulated land-surface emissions from a global
model to site-level observations is problematic for many rea-
sons, and particularly for CH4 emissions because of the
episodic and spatially heterogeneous nature of the fluxes.
Most empirical CH4 emission estimates from terrestrial sys-
tems have been made with surface flux chambers with rel-
atively long intervals between sampling compared to the
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characteristic time of variability in the fluxes (Table 3).
For example, all of the observations available to us from
the Tropics were from relatively infrequently sampled flux
chambers. Several recent studies outside of the Tropics
have reported CH4 emissions using eddy covariance sys-
tems. These systems can sample a larger area at higher fre-
quency than can flux chambers, but come with their own
suite of complications with respect to comparison to simu-
lated fluxes. For example, the footprint associated with the
flux measurement depends on wind direction and speed, at-
mospheric boundary layer properties (e.g., depth, stability),
and surface roughness. Improvements in CH4 biogeochemi-
cal modeling will benefit from estimates of spatial scaling as-
sociated with flux chamber measurements, relationships be-
tween spatially-integrated fluxes derived from flux chambers
and properly footprint-weighted eddy covariance flux mea-
surements, and perhaps larger-scale surface flux estimates
inferred from top-down inversions using local and satellite-
derived atmospheric concentration observations.

A further complexity in interpreting differences between
simulated and observed CH4 fluxes arises because our pre-
dictions used global gridded inputs, rather than from a sim-
ulation where the model is forced with specific site informa-
tion and meteorology. As a result, the land-surface properties
and meteorological forcing will be different than those exist-
ing at the site. These inconsistencies result, at least partially,
from the relatively coarse resolution of the simulation grid-
cells compared to the scale of spatial heterogeneity in many
systems.

Simulated CH4 emissions depend on several model pre-
dictions outside of the CH4 biogeochemical model, includ-
ing NPP, heterotrophic respiration, soil hydrology, and soil
temperature. Because simulated belowground respiration
serves as the driver of CH4 production in the model, errors
in NPP propagate to errors in CH4 production. To illus-
trate the extent to which errors in NPP may be contribut-
ing to errors in CLM4Me’s CH4 flux estimates, we com-
pared CLM4 and MODIS-derived NPP estimates at the four
Swedish and Finnish sites (Fig. 4). Three issues are relevant
in this comparison: (1) how well CLM4 matched the grid-
cell MODIS NPP estimate; (2) how well the MODIS gridcell
(1.89◦

×2.5◦) average NPP represents the specific site NPP
(1×1 km); and (3) how accurate the MODIS-derived NPP
estimates are for these wetland systems.

With respect to the first point, CLM4’s and the equivalent
1.89◦

×2.5◦ MODIS NPP estimates matched relatively well
for the magnitude and seasonality at the two Stordalen sites,
relatively well for the magnitude but not the seasonality at
Deger̈o, and neither magnitude not seasonality at Salmisuo
(Fig. 10). Regarding the second point, differences between
the gridcell-average CLM4 and 1 km MODIS pixel corre-
sponding to the individual wetland sites are large, with a fac-
tor of 2 to 3 low bias in the predictions in growing-season
cumulative NPP for the Degerö and two Stordalen sites. If
we assume that simulated CH4 emissions increase with NPP,

holding all other ecosystem characteristics constant (perhaps
supra-linearly, since oxidative capacity may saturate), then
bringing CLM4’s NPP estimates closer to the MODIS es-
timate would bring CH4 predictions closer to the site-level
observations for the Degerö and two Stordalen sites. This
simple analysis highlights the broader point that spatial het-
erogeneity in land-cover and vegetation type is often large at
typical GCM-scale resolution. This problem is particularly
acute when predicting methane fluxes from inundated sys-
tems that are often comprised of small inter-connected water
bodies, or with variations in micro-topography that can lead
to small-scale variations in inundation.

It is common practice (as was done here) to test CH4 bio-
geochemistry models by comparing net CH4 emission pre-
dictions and observations. However, because the net CH4
emission is often small compared to the gross production
and oxidation fluxes, it is relatively easy to tune the models
to match observations at a single site, particularly since the
flux measurements are often sparse in time. We contend that
even a relatively successful comparison between simulated
and observed net CH4 fluxes cannot be considered a reliable
indication that the model is correctly simulating the underly-
ing mechanisms (for which simultaneous measurements for
testing are rarely available) that will determine the future re-
sponse of the system. Properly testing the model requires
observations that constrain the gross fluxes, transport, and
the relevant forcing variables. For example, in the current
structure of many GCM-scale CH4 models, testing the CH4
production representation would require observations to con-
strain methanogenesis substrate production; ratio of CH4 to
CO2 production; and temperature, pH, and redox potential
dependencies (Eq. 2). Testing the CH4 oxidation represen-
tation would require observations that constrain the kinetics
(Eq.7); O2 levels in soil water and the rhizosphere; compe-
tition for O2; and temperature, pH, and redox potential de-
pendencies. Testing simulated transport would require obser-
vations of ebullition; aerenchyma properties, pressure gradi-
ents, and CH4 and O2 concentrations; and soil CH4 concen-
trations. Even a subset of these observations could be helpful
in evaluating model fidelity. However, because these types of
model evaluations are rarely performed (primarily because of
a lack of data), simulations of CH4 emissions under different
environmental forcing, including future climate conditions,
must be considered relatively uncertain.

4.3 Comparison to atmospheric inversions

The patterns of CLM4Me-simulated and atmospheric-
inversion CH4 emissions across latitude bands were broadly
consistent with the baseline parameter set (Fig. 5). Although
this agreement is encouraging, our sensitivity analysis argues
that uncertainty in the bottom-up predictions is very large.
We expect considerable levels of uncertainty also exist in
the inversion emissions; estimates of this uncertainty were
not available for this comparison, except for the Bloom et
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Fig. 10. NPP estimates from CLM4, 2◦ ×2◦ MODIS, and the MODIS 1 km gridcell corresponding to the site.

al. (2010) study (error bars on the other inversions in Fig. 6
represent the standard deviation of annual fluxes across each
inversion analysis period). The atmospheric inversions for
wetlands and rice emissions depend on a number of relatively
uncertain inputs, including atmospheric transport fields, CH4
observations, prior estimates of CH4 emissions, estimates of
inundated fraction, estimates of other CH4 sources, and at-
mospheric hydroxyl radical chemistry. A valuable next step
could be to use a relatively mechanistic global CH4 biogeo-
chemical model (e.g., CLM4Me, TEM, LPJ-WhyMe) to gen-
erate more accurate prior estimates for the inversions. The in-
versions could be used to improve constraints on a few of the
bottom-up model parameters known to have large impacts
on simulated net CH4 fluxes, such as those determining the
fraction of produced CH4 that is oxidized before entering the
atmosphere.

4.4 21st century CH4 emissions scenario

Our predicted increases in global CH4 emissions of about
20 % are smaller than estimates from the studies men-
tioned in the Introduction (Zhuang et al., 2006; Gedney et
al., 2004; Bohn et al., 2007; Shindell et al., 2004), per-
haps because these studies (1) did not include the potential
for the inundated fraction to decrease because of enhanced
drainage through thawing permafrost and (2) applied rela-

tively high long-term methane production temperature sensi-
tivities. While current model predictions must be considered
too uncertain to be treated as an accurate prediction of fu-
ture emissions (for the reasons described above), there are
things to be learned by comparing future model scenarios.
For example, our prediction that spatially variable changes
in inundation will occur, and that these changes will impact
CH4 emissions, may be a more robust prediction.

4.5 Sensitivity and uncertainty analysis

Several previous analyses have examined sensitivity of simu-
lated CH4 emissions to variations in individual model param-
eters (e.g., Petrescu et al., 2010; Walter et al., 2001a; Wania
et al., 2010). Van Huissteden et al. (2009) applied the GLUE
(Generalized Likelyhood Uncertainty Estimation) methodol-
ogy (Lamb et al., 1998) to characterize uncertainty using a
modified version of the Walter et al. (2001b) model. They
concluded that the model is most sensitive to the temperature
dependence of microbial processes and parameters affecting
CH4 transport and oxidation in vegetation, consistent with
our analysis (Fig. 6).

Below we discuss the sensitivity of simulated CH4 emis-
sions to temperature, aerenchyma properties, pH, redox po-
tential, and temperature sensitivity of production and oxida-
tion. We note that this type of parameter sensitivity analysis

Biogeosciences, 8, 1925–1953, 2011 www.biogeosciences.net/8/1925/2011/



W. J. Riley et al.: Barriers to predicting changes in global terrestrial methane fluxes 1943

cannot test the importance of processes missing from the
models (e.g., thermokarst), errors in characterizing system
properties (e.g., pH and redox potential), and realistic treat-
ment of wetland vegetation.

4.5.1 Temperature

The overall temperature sensitivity of net CH4 emissions
is the result of the temperature sensitivity of the com-
ponent processes of primary productivity, production of
methanogenesis substrate from soil and litter organic matter,
methanogenesis, CH4 methanotrophy, and transport. As a re-
sult, predicting future climate feedbacks from terrestrial CH4
emissions is difficult. In the following paragraphs we discuss
the dominant controlling temperature sensitivities, how they
may evolve as climate changes, and some of the simplifica-
tions current models use and the potential biases that may
result.

Increased temperatures may increase NPP, particularly in
high-latitude systems currently limited by growing season
length or nutrient availability. The strength of this temper-
ature sensitivity will vary between different ecosystems, de-
pending on vegetation type and changes in precipitation and
hydrology. Increasing temperatures may also increase the
stock of decomposable soil organic matter by thawing per-
mafrost.

Soil organic matter decomposition will likely increase as
temperatures increase, perhaps faster than NPP, at least in the
short term (Friedlingstein et al., 2006). Moreover, anaerobic
decomposers may have higher temperature sensitivity than
aerobic decomposers, in which case large increases in addi-
tional substrate for methanogenesis could be produced in the
short term, although over decades carbon stocks may become
more depleted.

Methanogenesis seems to have an especially high sensitiv-
ity to temperature (Segers, 1998; Walter and Heimann, 2000;
Zhuang et al., 2004; Lloyd and Taylor, 1994). Segers (1998)
synthesized methane production from 1046 laboratory exper-
iments using soils from a range of wetland types; theQ10 of
all samples together was 4.1 (±0.4). He also reported that, in
previous incubation experiments,Q10 for methane produc-
tion ranged from 1.5 to 28. This wide range was explained
in some studies (but not all) by interactions with alternative
electron acceptor reduction or substrate availability, which
may have co-varied with temperature. Further, the base-
line temperature used in theQ10 formulation likely varies
spatially, since microbes can adapt to their local climatic
conditions. The hypothesized reason for acetogenotrophic
methanogenesis having higher temperature sensitivity than
fermenters or aerobic decomposers is that acetogenotrophic
methanogenesis is barely enthalpically favorable, so the pri-
mary Gibbs free energy release comes from the increase in
entropy associated with the disintegration of acetate into two
gas molecules (one CH4 and one CO2). In any case, this
temperature sensitivity will not be relevant for net CH4 emis-

sions unless ample substrate is available for methanogene-
sis, while a number of studies (Bergman et al., 1998; Basi-
liko et al., 2007) and one review (Whalen, 2005) suggest
that high-latitude methanogenesis is primarily substrate lim-
ited, and accelerating decomposition under increased tem-
peratures could cause depletion of substrate for methanogen-
esis.

Rates of methanogenesis under increased temperatures
also depend on the availability of alternative electron accep-
tors. If these acceptors are input to wetland systems at con-
stant rates (e.g., from parent material) and therefore do not
match increases in substrate supply, they may become rel-
atively depleted and methanogenesis may increase. In con-
trast, if these acceptors increase in supply with temperature
(e.g., NO−

3 from mineralization), then methanogenesis may
not increase. This relationship assumes that there is a small
range of redox potential in which methanogenesis and al-
ternative electron acceptor reduction both occur. However,
if there is a larger range of redox potential in which these
two processes compete, it is possible that increased temper-
atures could favor methanogenesis. Experiments should ad-
dress this question.

Methanotrophy is often limited by methane and oxygen
diffusion rates rather than kinetics (Smith et al., 2003), and
does not have as high temperature sensitivity as methanogen-
esis (Segers, 1998; Whalen, 2005). Transport of methane and
oxygen are only weakly sensitive to temperature, with the
exception of ebullition: increased temperatures will decrease
the solubility of methane and oxygen. Consequently, oxi-
dation may not increase as quickly as methane production,
or may even decrease with increased temperature due to in-
creased ebullition, so increasing temperatures may increase
the proportion of methane produced that escapes oxidation.

Existing models that simplify this complex set of pro-
cesses, including ours, may yield erroneous predictions of
methane feedbacks to climate change. For instance, many
models predict methane production based on prescribing a
ratio of CH4 production to CO2 production or to NPP, both
of which depend on temperature. In some cases, the tem-
perature sensitivity of methanogenesis alone is assumed to
be a proxy for the temperature sensitivity of this ratio, caus-
ing a large increase in high latitude methane emissions to be
predicted as temperatures increase. However, methanogen-
esis is only one step in the sequence of processes discussed
above, and is not generally the rate-limiting step. Increased
temperatures may increase C mineralization rates (including
methane production) in the short term but may eventually
deplete soil organic matter stocks. In this case, net methane
emissions will only be higher than at present if temperature
increases also increase the ratio of methane production to
overall C mineralization, or the proportion of methane escap-
ing oxidation. Accurate prediction of changes in net methane
fluxes as temperatures increase thus requires a detailed pro-
cess model resolving each of the individual processes de-
scribed above.

www.biogeosciences.net/8/1925/2011/ Biogeosciences, 8, 1925–1953, 2011



1944 W. J. Riley et al.: Barriers to predicting changes in global terrestrial methane fluxes

As an example of how these mechanisms interact, we fo-
cused on the overall temperature sensitivity of CH4 produc-
tion and oxidation by varying each across a relatively small
range (2–4) compared to values used in previous modeling
studies (Sect. 2.7). CLM4Me simulated large differences in
CH4 emissions for these ranges of values (more than a factor
of 2 regionally and up to a factor of 5 at individual gridcells).
Typically, a baseline temperature is also set which does not
vary with spatial location, ecosystem type, or time. This as-
sumption is likely incorrect, as microbes can acclimate and
evolve to their environment (e.g., pH, temperature, substrate
availability, CH4 and O2 levels). Work to better character-
ize the environmental controls on these processes, and how
they may change as climate changes, would reduce overall
uncertainties in CH4 emission predictions.

4.5.2 pH and redox potential

Many of the current GCM-scale CH4 models apply a single
optimum pH value across gridcells to methanogenesis and
to methanotrophy. However, there is evidence for variability
in the influence of pH on methanogenesis (Whalen, 2005).
As reviewed by Le Mer and Roger (2001), methanotrophs
tolerate a larger pH range than methanogens, with some peat
soils exhibiting CH4 consumption at pH< 4.7. The choice of
a single optimum pH and functional form for these processes
may lead to incorrect estimates of the impact of changes in
pH on net CH4 emissions.

Our and previous models have attempted to account for
both pH and redox using a product of individual factors
(Eq. 2), even though an interaction term is likely required.
Because of this interaction, significant error may exist in pa-
rameters that are generated from field data where only one
(e.g.,fpH) was measured. For example, rain-fed bogs, espe-
cially those with plants producing acidic litter likeSphag-
num, may simultaneously have substantial CH4 emissions
and lower pH and redox potential than groundwater-fed fens
because the bogs have lower replenishment rates of dissolved
solutes (buffers or alternative electron acceptors).

Beyond the uncertainties in microbial response to pH
and redox potential, an important complication relevant to
regional- and global-scale models like CLM4Me is that aque-
ous concentrations of alternative electron acceptors and pH
are difficult to predict because they are affected by a variety
of factors, including inputs via surface and subsurface flow
and atmospheric deposition, mineral soil and parent material,
vegetation, and the activity of other microbial populations.
In the global baseline CLM4Me simulations presented here,
we did not include the effects of pH or redox potential (ex-
cept for the effect of redox potential in seasonally inundated
systems), since both their global distribution and impacts on
CH4 production and oxidation are quite uncertain. The ef-
fects of pH and redox potential on net fluxes were tested
in the sensitivity analysis, and resulted in less than a 20 %
change at high latitudes and about a factor of two change in

net CH4 emissions in the Tropics (Fig. 6). Meng et al. (2011),
using a different version of CLM4Me, performed a detailed
analysis at several tropical sites of the effects of pH and redox
potential on CH4 emissions.

4.5.3 Aerenchyma impacts on net CH4 emissions

Roots containing aerenchyma affect net CH4 emissions via
three mechanisms: (1) as a conduit for CH4 transport (dif-
fusive or advective) to the atmosphere which bypasses oxic
soil; (2) as a conduit for O2 transport to the rhizosphere,
which can enhance oxidation; and (3) as a source of root-
carbon substrate for methanogenesis. These three mech-
anisms, their interactions, and the density of aerenchyma
across ecosystems are poorly characterized in the field and
models, yet they strongly affect simulated CH4 emissions.
For example, in our study, increasing aerenchyma area in
unsaturated permafrost regions resulted in predictions of in-
creased CH4 emissions through aerenchyma, because the
perched water table led to areas where the water table was
near, but not at, the surface. The net effect of aerenchyma
was small in the unsaturated Tropics where the water ta-
ble is generally simulated to be more than two meters be-
low the surface. Increasing aerenchyma area lowered sim-
ulated CH4 emissions from the saturated high-latitudes and
Tropics because more O2 diffused into the column, leading
to increased methanotrophy. Thus, variation in aerenchyma
properties and mechanisms can lead to different effects on
net CH4 emissions in different systems and under different
hydrological regimes. Using aerenchyma parameterizations
appropriate for trees might lead to lower aerenchyma area
and CH4 oxidation in inundated systems.

Many field studies have concluded that the presence of
vascular plants with aerenchyma leads to increased net CH4
emissions (Morrissey et al., 1993; Schimel, 1995; Chan-
ton et al., 1993; Bartlett et al., 1992; Frenzel and Karofeld,
2000; Grunfeld and Brix, 1999; Torn and Chapin, 1993) by
providing an efficient escape mechanism for CH4. How-
ever, in large-scale CH4 biogeochemical models, separate
representations of aerenchyma area (and the attendant dif-
fusive pathway) and methanogenesis substrate inputs are re-
quired. In this context, interpreting these previous experi-
mental manipulations as altering net CH4 emissions through
changing aerenchyma areaalone may be misleading, for
several reasons. First, increasing any root area, including
aerenchyma area, is likely associated with increased C sup-
ply to methanogens through exudation, root mortality, and
root sloughing. Separating the effects of increased diffu-
sive CH4 transport and CH4 production is difficult in field
experiments. Second, increased aerenchyma area could re-
duce the aqueous CH4 concentration near the rhizosphere
(through methanotrophy and reduced CH4 production), lead-
ing to smaller ebullition fluxes. However, ebullition is notori-
ously difficult to measure because it is sporadic and spatially
heterogeneous, and is often underestimated.
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Four further complications exist regarding our ability to
mechanistically model the effects of aerenchyma on CH4
emissions: (1) the location of the water table relative to the
aerenchyma exit points; (2) the role of ventilation and advec-
tive transport in aerenchyma; (3) uncertainty in the model ox-
idation parameters; and (4) competition for O2 in the rhizo-
sphere. Regarding the first point, Zona et al. (2009), using a
large-scale water-table manipulation, observed that once the
water table rose above the base of the plant (carex) stems,
CH4 emissions decreased. They concluded that this seem-
ingly contradictory effect might have occurred because the
water covered the exit pathways of the aerenchymous tissues.

Second, as discussed in Methods, CLM4Me, and most
other CH4 models of its class, do not represent the active
ventilation processes used by some plants to bring oxygen
into the roots or advective flow resulting from pressure gra-
dients across the aerenchyma. The large number and variety
of processes responsible for active CH4 and O2 transport in
aerenchyma, and their differences across plant species (Ding
and Cai, 2007), are daunting to consider including in global
models like CLM4. Therefore, the development of simpli-
fied representations of these processes is an important area
for future research.

Third, the oxidation kinetic parameters used in current
CH4 biogeochemistry models are poorly constrained. For
example, near-complete or near-zero CH4 oxidation can
be predicted using oxidation kinetic parameters within the
literature-reported range. Using the baseline parameter set
described in Methods, we estimated that∼60 % of globally
produced CH4 that would have escaped via aerenchyma is
instead oxidized in the rhizosphere, with large spatial hetero-
geneity (Fig. 8), temporal heterogeneity, and sensitivity to
oxidation and aerenchyma parameters (not shown). In con-
trast, the fraction of methane being oxidized in the rhizo-
sphere has typically been set to a fixed parameter globally in
previous models (e.g., 40 % and 50 % in Zhuang et al., 2004
and Wania et al., 2010, respectively).

Fourth, competition in the rhizosphere for O2 between
methanotrophs, heterotrophs, root (i.e., autotrophic) respira-
tion, and aqueous and aerenchyma transport impacts the frac-
tion of produced CH4 emitted to the atmosphere. However,
in the spatially complex environment of the rhizosphere, this
competition may be controlled by transport (e.g., autotrophic
respiration may have better access to O2 than methanotrophs)
(Segers and Leffelaar, 2001a, b; Segers et al., 2001) and dif-
ferences in population dynamics and environmental sensitiv-
ities (Whalen, 2005). To explore how these interactions im-
pact simulated net CH4 emissions, we changed the compet-
itive structure in CLM4Me so that when overall O2 demand
exceeds supply, autotrophic respiration received twice the O2
it would have received with the default proportional compe-
tition structure (up to its total demand). This change led to
5 % and 6 % increases in high-latitude and tropical fluxes, re-
spectively, because of the reduced CH4 oxidation by methan-
otrophs. Because this competition had a relatively small im-

pact on net CH4 emissions at the regional scale, our assump-
tion of proportional competition appears to be reasonable.

4.6 Future model improvement

A number of the deficiencies in CLM4Me and other models
of its class would benefit from further observational, experi-
mental, and modeling work. With respect to model structure
improvements, the lack of a separate C cycle submodel for
wetlands is a key limitation. The current use of the grid cell
C cycle model may capture the broad dynamics of C fluxes
through the system, but misses important differences in wet-
lands, such as the different vegetation characteristics, and C
turnover responses to anaerobicity. Vertical resolution in soil
C turnover and root exudation needs to be implemented in the
model. In particular, root exudation and soil C at depth (par-
ticularly in permafrost zones) may have different responses
to transient warming than the CLM4 heterotrophic respira-
tion currently used to drive the CH4 model. The transient
response of CH4 emissions to climate warming may also be
biased by the low soil C stocks in CLM4, perhaps due to
unrealistic treatment of long-term C storage in some areas
critical to CH4 emissions. We are currently working to ad-
dress these issues. Our use of the satellite reconstruction for
fractional inundation is also an obvious area for model im-
provement, preferably by improvements to CLM4’s surface
and groundwater hydrology submodels.

There are two classes of observational and experimen-
tal studies that would benefit large-scale CH4 biogeochem-
ical modeling: (1) those to improve the spatial represen-
tation of surface properties that affect CH4 emissions and
(2) those to better constrain model structure and parameter-
ization of processes. Of the first class, the most important
results would be improved representation of (1) fractional
inundation; (2) pH and redox potential in wetland systems;
and (3) vegetation characteristics, such as aerenchyma area.
Developing a process-level representation of pH and redox
potential for global models is a substantial task, even if ob-
servations were available to specify the required inputs (e.g.,
N and alkalinity flows, N and S deposition, soil properties).
An intermediate solution would be to use a spatially explicit
global map of wetland types and distribution (e.g., Lehner
and Doll, 2004) linked to estimates of pH and redox potential
for each type. However, such an approach would not allow
for dynamic changes that can occur over years to decades in
these properties.

Examples of the second class of studies include site or lab-
oratory experiments to better describe (1) the influence of en-
vironmental conditions such as temperature, substrate avail-
ability, pH, and redox potential on CH4 oxidation and on all
stages of CH4 production and (2) rhizosphere competition
for CH4 and O2. Field experiments manipulating ecosystem
temperature, substrate availability, and soil chemistry for at
least several seasons would be especially valuable in isolat-
ing the separate influences of controlling variables and their

www.biogeosciences.net/8/1925/2011/ Biogeosciences, 8, 1925–1953, 2011



1946 W. J. Riley et al.: Barriers to predicting changes in global terrestrial methane fluxes

interactions, and distinguishing between short-term transient
behavior and equilibrium behavior. Such experiments could
be especially valuable if they were specifically designed to
improve parameterizations and mechanisms within the struc-
tures incorporated in current global CH4 biogeochemical
models.

5 Conclusions

We integrated a CH4 biogeochemistry submodel (CLM4Me)
into CLM4/CESM1 that includes representations of CH4
production, oxidation, aerenchyma transport, ebullition,
aqueous and gaseous diffusion, and fractional inundation.
We predicted very large sensitivities (up to a factor of 4 and
10 at the regional and gridcell scales, respectively) in CH4
fluxes from changes in model parameters consistent with val-
ues determined from laboratory and site-level measurements.
The temperature dependence of CH4 productivity, potential
CH4 oxidation rate, and aerenchyma area were dominant pa-
rameters affecting regional and global CH4 emissions. In the
model, about 60 % of global terrestrial CH4 production was
oxidized before emission (net emissions are the difference
between 707 Tg CH4 yr−1 production and 433 Tg CH4 yr−1

oxidation). These large gross fluxes create the potential for
large inter-annual and decadal variability in net CH4 emis-
sions if production and oxidation respond differently to en-
vironmental conditions. Further, because the net CH4 emis-
sions are a relatively small fraction of the gross fluxes, errors
in either gross flux can lead to relatively larger errors in sim-
ulated CH4 emissions.

In CLM4Me, sensitivity of CH4 emissions to aerenchyma
area (alone, i.e., with constant root C input) is negative in
saturated systems; the response of unsaturated systems de-
pends on the water table depth. Aqueous transport of CH4 in
the transpiration stream was predicted to be very small and
could not explain recent claims of a large-scale aerobic CH4
source.

In a hypothetical future warming scenario (RCP4.5),
CLM4Me predicted large declines in inundated area in con-
tinuous permafrost areas. Combined with a relatively low
(compared to previous models) methanogenesis tempera-
ture sensitivity, we predicted a∼20 % increase (relatively
lower than previous model estimates) in end-of-century high-
latitude CH4 emissions. However, given model uncertainties
and missing processes (e.g., permafrost dynamics), we as-
cribe low confidence to the current suite of predictions of
future terrestrial CH4 feedback strength.

Appendix A

Numerical solution to reaction and diffusion
equation

A1 Crank-Nicholson solution to Eq. (1)

The fully explicit decomposition of Eq. (1) can be written as
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wherej refers to the cell in the vertically discretized soil
column (increasing downward),n refers to the current time
step,1t is the time step (s),p1 is j +1/2, m1 is j −1/2,
andSn

j is the net source at time stepn and positionj , i.e.,
Sn

j = P (j,n)−E(j,n)−A(j,n)−O(j,n). The diffusivity
coefficients are calculated as harmonic means of values from
the adjacent cells. Equation (A1) is solved for gaseous and
aqueous concentrations above and below the water table, re-
spectively. TheR term ensures the total mass balance in both
phases is properly accounted for. An analogous relationship
can be generated for the fully implicit case by replacing n by
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Equation (A2) is solved in CLM4Me with a standard tridiag-
onal solver, i.e.:

aCn+1
j−1 +bCn+1

j +cCn+1
j+1 = r, (A3)

with coefficients specified in Eq. (A2).

A2 Top boundary condition

We assume the surface flux isw
(
Cn

1 −Ca
)

and

w
(
Cn+1

1 −Ca

)
for the fully explicit and fully implicit

cases, respectively, andw is the surface boundary layer
conductance as calculated in the surface latent heat cal-
culations. If the top layer is not fully saturated, theDm1

1xm1

term is replaced with a series combination:
[

1
w

+
1x1
D1

]−1
,

and if the top layer is saturated, this term is replaced with[
KH
w

+
1x1
D1

]−1
, whereKH is the Henry’s law equilibrium

constant.
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A3 Interface between water table and unsaturated zone

We assume Henry’s Law equilibrium at the interface between
the saturated and unsaturated zone and constant flux from
the soil element below the interface to the center of the soil
element above the interface. In this case, the coefficients are
the same as described in Eq. (A2) and Sect. 6.2, except for
the soil element above the interface:
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and the soil element below the interface:

Dm1

1xm1
=

[
KH

1xj−1

2Dj−1
+

1xj

2Dj

]−1

a = −KH
1

21xj

Dm1

1xm1

r =
Rn

j

1t
+Cn

j +
1

21xj

[
Dp1

1xp1

(
Cn

j+1−Cn
j

)
−

Dm1

1xm1

(
Cn

j −KHCn
j−1

)]
+

1

2

[
Sn

j +Sn+1
j

]
(A5)

A4 Bottom boundary condition

We assume a zero flux gradient at the bottom of the soil col-
umn.

Appendix B

Seasonal inundation effects

Predicting CH4 fluxes in a seasonally inundated system is
an example of a general problem in GCM-scale land-surface
models, i.e., that gridcell state variables are represented by a
single mean value, when often there are important non-linear
dependencies. We discuss our approach to approximating the
effects of seasonal inundation in Methods, where we intro-
duce a simplification (Eq. 3) to a more general solution that
requires simulating an array of carbon states representing all
fractions of the gridcell with unique annual inundation cy-
cles. Consider a gridcell with constant annual temperature,
constant rate of soil C input (I ), no low-moisture limitation
on decomposition, and turnover time of the SOM stockτ in
the absence of anoxia. When inundated, the soil decompo-
sition turnover time increases by the factor 1/β. The mass
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Fig. B1. CH4 flux-weighted, annual seasonal inundation factor
(Eqs. 2 and 3). The global average is 0.95.

balance equation for the idealized soil carbon stock,C(x,t),
is:

dC(x,t)

dt
= I −

C(x,t)

τ
[θ(x,t)β +(1−θ(x,t))] , (B1)

whereθ = 1 for x ≤ f (t); θ = 0 for x > f (t); and the vir-
tual dimensionx (∈ [0,1]) orders the fraction of the year dur-
ing which individual sub-gridcell areas are inundated (φ(x)),
such that for all timesθ (x2) ≤ θ (x1) for x2 > x1; f is the
fraction of the gridcell that is inundated, andt is time. To
compute the equilibrium stock,̄C(x), assume that the an-
nual cycle off is constant andτ � 1 yr. Then, integrating
Eq. (B1) over an annual cycle (1t) yields∫ t+1t
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The equilibrium stock is:

C̄(x) =
Iτ

φ(x)β +(1−φ(x))
=

C̄x>u

φ(x)β +(1−φ(x))
, (B3)

where the intervalx >u corresponds to the continuously un-
inundated portion of the gridcell (if it exists).

To calculate the CH4 production,P(t), suppose that all
CH4 production comes from the instantaneously inundated
fraction of the gridcell:

dP (x,t) = fCH4β
C̄(x)

τ
θ(x,t)dx. (B4)

To calculate production at timet , we substitute Eq. (B3) to
Eq. (B4) and integrate fromx = 0 to x = 1, which is equiva-
lent to integrating fromx = 0 tox = f (t):

P(t) = IβfCH4

∫ f (t)

0

1

φ(x)β +(1−φ(x))
dx. (B5)

We calculated the production for several simple cases, such
as a gridcell with inundationA+ε for half the year andA−ε
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for half the year, and found that the simplified expression
in Eq. (3) was approximately correct. Equation (3) is exact
for a gridcell that has an inundationA for nearly the whole
year butA+ ε for a short time period. As implemented in
CLM4Me, the annual average off is weighted by the simu-
lated instantaneous oxygen-unlimited heterotrophic respira-
tion, to better accommodate non-constant temperature and
low-moisture controls on decomposition and transient C in-
puts, unlike our simplifications in the explicit case above.

The annual-average seasonal inundation factor simulated
by our simplified expression, weighted by methane produc-
tion, has substantial heterogeneity (Fig. B1); the global aver-
age is 0.95.
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