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Abstract 

Background  Anomaly detection is crucial in healthcare data due to challenges associated with the integration 
of smart technologies and healthcare. Anomaly in electronic health record can be associated with an insider trying 
to access and manipulate the data. This article focuses around the anomalies under different contexts.

Methodology  This research has proposed methodology to secure Electronic Health Records (EHRs) within a com-
plex environment. We have employed a systematic approach encompassing data preprocessing, labeling, modeling, 
and evaluation. Anomalies are not labelled thus a mechanism is required that predicts them with greater accuracy 
and less false positive results. This research utilized unsupervised machine learning algorithms that includes Isola-
tion Forest and Local Outlier Factor clustering algorithms. By calculating anomaly scores and validating clustering 
through metrics like the Silhouette Score and Dunn Score, we enhanced the capacity to secure sensitive healthcare 
data evolving digital threats. Three variations of Isolation Forest (IForest)models (SVM, Decision Tree, and Random For-
est) and three variations of Local Outlier Factor (LOF) models (SVM, Decision Tree, and Random Forest) are evaluated 
based on accuracy, sensitivity, specificity, and F1 Score.

Results  Isolation Forest SVM achieves the highest accuracy of 99.21%, high sensitivity (99.75%) and specificity 
(99.32%), and a commendable F1 Score of 98.72%. The Isolation Forest Decision Tree also performs well with an accu-
racy of 98.92% and an F1 Score of 99.35%. However, the Isolation Forest Random Forest exhibits lower specificity 
(72.84%) than the other models.

Conclusion  The experimental results reveal that Isolation Forest SVM emerges as the top performer showcasing 
the effectiveness of these models in anomaly detection tasks. The proposed methodology utilizing isolation forest 
and SVM produced better results by detecting anomalies with less false positives in this specific EHR of a hospital 
in North England. Furthermore the proposal is also able to identify new contextual anomalies that were not identified 
in the baseline methodology.
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Introduction
Smart cities and healthcare systems are crucial due 
to the rising global population, integrating advanced 
technologies to improve urban living, resource man-
agement, infrastructure efficiency, and sustainability. 
Smart Cities are transforming global cities to improve 
efficiency, sustainability, and safety [1].

Smart healthcare enhances citizens well-being and 
contributes to resilience. It uses interconnected devices, 
health data analytics, and real-time monitoring to iden-
tify health threats, optimize resource allocation, and 
provide efficient services [2]. Smart healthcare technol-
ogy, addressing aging and chronic diseases, offers per-
sonalized care, reduces facility burden, and improves 
patient outcomes by enabling remote support.

Smart healthcare and smart cities are collaborating 
to promote holistic well-being through data-driven 
insights and predictive models. This synergy enables 
intelligent, health-conscious urban living, fostering 
medical advancements and a resilient urban ecosystem, 
as cities evolve into innovation hubs. EHRs revolution-
ize healthcare systems by providing instant access to 
vital medical information, enabling authorized users 

to examine and edit patient records from any location 
thereby enhancing efficiency as depicted in the Fig. 1.

Electronic Medical Records(EMR) save costs, standard-
ize treatment, and improve disease monitoring, with 96% 
[3] of non-federal American healthcare providers adopt-
ing them for communication and information sharing in 
smart healthcare systems.

EHR deployment has significantly transformed health-
care governance, improving patient data quality and 
scope. It consolidates medical history, prescriptions, and 
therapies, enhancing communication, reducing errors, 
and promoting collaborative treatment.

The rapid implementation of EHRs has raised threats 
of confidentiality and security of healthcare data. Health-
care information system administrators should prioritize 
patient privacy and data security, implementing encryp-
tion and access restrictions.

Healthcare organizations are increasingly reliant on 
digital platforms and networked technology, leading to 
cyberattacks on patient data. Recent research [4] dis-
cusses the escalating security and privacy threats in the 
healthcare industry, tracing back to the HITECH Act of 
2009 and highlighting the importance of transparency in 

Fig. 1  Electronic health record
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addressing vulnerabilities and empowering consumers. 
Cyber attacks can lead to identity theft, financial issues, 
and injuries. Ransomware encryption and disruption of 
vital functions pose threats. Advanced cybersecurity is 
crucial for healthcare infrastructure, and network resil-
ience is essential to mitigate system-wide damage. El-
Bakkouri and Mazri [5] report explores the impact of 
IoT based healthcare, highlighting its benefits and cyber 
security risks due to reliance on IT software and wireless 
networks.

Healthcare cyber risks require a comprehensive strat-
egy involving machine learning for detection. A patient-
centered design is crucial for data preservation, while 
machine learning models enhance detection accuracy 
and efficiency. This approach creates a safer digital 
healthcare environment for patients and stakeholders. 
Anomaly in the EHR if remains unnoticed can create 
problems for the patient and health practitioners. Anom-
aly due to security risk arises when an unauthorized per-
sonnel gets access to the EHR due to stolen or leaked 
passwords. It can be due to an insider having privileged 
access manipulating the data for certain gains.

Insider attack pose a significant threat to health-
care systems, causing data breaches and compromising 
patient outcomes. These threats can be malevolent or 
ignorant and can affect workers, contractors, and anyone 
with access. To prevent these threats, technical measures, 
staff training, and strict access restrictions are needed. 
Insider threats in healthcare involve authorized access 
to EHR systems leading to misuse of patient data and 
identity theft. The Fig. 2 shows different types of insider 
threats. An insider threat can be from different types of 

users that includes an insider employee of the hospital 
with malicious or criminal intentions, attacker that has 
stolen the credentials of a valid user or a negligent user 
who made mistakes in the hospital records. Machine 
learning algorithms can identify such dangerous user 
behavior patterns. An effective detection system can pre-
vent patient data from threats.

Insider threat detection is a crucial process for organi-
zations to protect themselves from potential internal 
threats. There are three approaches towards identifica-
tion of threats that includes, signature based methods, 
rule based methods. Both of these techniques utilize pre-
defined patterns and rules for the identification of any 
threat. Both methods require careful planning and con-
stant updates to avoid false results.The third approach 
anomaly-based detection identifies deviations from nor-
mal system or user behavior but faces challenges dis-
tinguishing between malicious and legitimate changes. 
Continuous learning and adaptation are essential for 
effectiveness in dynamic environments.

Anomaly detection systems aid doctors by detecting 
anomalies in patient data, predicting health risks, and 
requiring advanced anomaly detection models for con-
tinuous surveillance [6].

Machine Learning-based insider threat detection sys-
tems are influenced by data quality and quantity. The 
challenge of machine learning models in anomaly based 
insider threat detection includes producing accurate 
results with low false positives. This study has proposed 
a unsupervised and supervised machine learning meth-
odology in the identification of anomaly based insider 
threats. The data is unlabeled, thus we have proposed a 

Fig. 2  Insider threat sources
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combination of unsupervised and supervised model that 
can predict the anomalies effectively. The research is con-
ducted on authentic EHR data from a healthcare organiza-
tion. This study aims to enhance healthcare data security 
by utilizing machine learning techniques to strengthen 
Electronic Health Records against inside threats. It aims 
to improve patient privacy and data security, establishing 
robust mechanisms to protect sensitive patient informa-
tion. Following are the key contributions in this research.

•	 A methodology that is based on unsupervised and 
supervised machine learning algorithms for the iden-
tification of contextual anomalies with better perfor-
mance.

•	 The proposed methodology is able to identify some 
new contextual anomalies that remained unidentified 
in the previous approach.

•	 The research also produced insightful recommen-
dation of application of cross correlation for feature 
selection on the dataset.

This paper consists of “Related work”  section that 
provides discussion of the existing literature, setting 
the stage for the study. In “Methodology”  section, we 
have discussed the proposed methodology followed by 
“Experiment and results” section related to Analysis and 
Results, that discussed performance evaluation and sys-
tem parameters, accuracy, performance, and results. In 
the last “Comparison with baseline”  section, the Con-
clusion includes the summary of the research and future 
work.

Related work
Accessing electronic health records (EHRs) is vital for 
effective diagnosis and treatment by offering a complete 
patient history. Anomaly detection through AI in smart 
healthcare can detect unusual patterns in data, alert-
ing providers to potential health issues in real time, ulti-
mately enhancing patient care and cutting costs.

Smart cities
A literature survey by [7] highlights the importance 
of smart cities in addressing the challenges of rapid 
urbanization. It analyzes origins, definitions, application 
domains, architectures, enabling technologies, and recent 
research, offering guidance for researchers in the field. 
Exploring smart cities, the article defines them as inte-
grating ICT with traditional infrastructures [8]. It out-
lines seven goals and six research challenges, highlighting 
operational functioning, innovation, equity, and mobility. 
It elucidates the state of the art, presents scenarios, pro-
poses project areas, anticipates paradigm shifts, and sug-
gests key demonstrators to advance smart city science. 

Smart cities blend technology, governance, and society 
using IoT and AI to enhance various sectors. Research 
by [9] highlights the significance of small cities, exempli-
fied by three cases in Finland, emphasizing public sector 
involvement in ecosystem-based development. Health 
ecosystem involves utilization of analytics techniques 
aided with expert opinion for decisions and planning. 
Recently researcher have analyzed the digital healthcare 
ecosystem [10, 11] for diseases like parkinsons,diabetes 
and etc.

Smart health
In healthcare technology, smart sensors, especially wear-
ables, facilitate collaboration between health profession-
als and patients. Article [12], examines their impact on 
healthcare monitoring systems, highlighting machine 
learning’s role in recognizing human activity. It presents 
a smart healthcare system using machine learning for 
activity recognition, addressing challenges, and demon-
strating applications across various datasets, including 
mobile phones and wearables. Another research [13] 
analyzed patient data in IOMT for data privacy. Smart 
healthcare, driven by IoT, big data, cloud computing, and 
AI, revolutionizes medicine. Research explores foun-
dational technologies, current applications, challenges, 
solutions, and the promising future of smart healthcare 
[14]. IoT and machine learning revolutionize healthcare 
through Implantable and Wearable Medical Devices 
(IWMDs), enabling continuous data collection and analy-
sis. Machine learning deciphers patterns for predictive 
healthcare. Article [15, 16] explores challenges in smart 
healthcare design and implementation, aiming for a 
standardized framework and highlighting critical issues.

Smart health in smart cities
Advancements in 5G and IoT have led to smart cit-
ies, impacting areas like traffic systems and healthcare. 
This article discusses a smart ambulance navigation 
system, integrating patient monitors and tracking for 
rapid transmission of critical data to hospitals, enhanc-
ing emergency response and patient care efficiency [17, 
18]. Healthcare is evolving with smart tech like AI, ML, 
IoT, and 6G, addressing challenges and improving patient 
and healthcare worker perspectives [19]. More validation 
is needed, but universal models stress the importance of 
regional adaptation for effectiveness [20]. Smart cities 
utilize ICT to improve living standards and tackle chal-
lenges. This article explores the role of Artifical intel-
ligence and Machine Learning in shaping smart cities, 
from transportation to healthcare systems. It highlights 
research challenges and future directions [21].
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Anomaly‑based insider threats detection
Recently researcher are investing towards advancement 
of machine learning models to identify malicious activity 
carried out by an insider [22, 23]. Xio et al. [24] proposed 
a technique that utilizes Graph Neural Network for the 
detection of insider threats. It transform user behavior 
logs into contextual graphs, improving anomaly identi-
fication and achieving interpretability. Evaluation of the 
CERT dataset shows robustness and high accuracy in 
detecting insider threats, offering valuable insights for 
security analysts. A study highlighted use of datamin-
ing techniques [25] for privacy preservation.In another 
work [26] use of statistical methods is proposed for user 
dat privacy preservation. A recent study [27, 28] utilized 
LSTM and Graph Neural Networks to identify anoma-
lous nodes in the heterogeneous networks. Another 
study presents a machine learning based layered archi-
tecture for the detection of malicious insider threats [29]. 
It addresses class imbalance through efficient sampling, 
with Nearmiss2 (NM-2) identified as optimal.This study 
has produced results with recall of 100% and Fscore of 
78.72% with accuracy of 82.46%. The paper [30] gained 
first position in the CCF-BDCI competition by pro-
ducing anomaly score on the CMU-CERT dataset. The 
technique is able to to detect anomalies under different 
contexts. A supervised machine learning approach was 
presented by [31] for the detection of anomalies in the 
electronic health record. The research produced results 
with accuracy of 97.6% and accuracy of 97.9% utilizing 
the SVM classification model. The focus on identifying 
anomalous behavioral patterns ensures the confidential-
ity and integrity of sensitive patient data.

Electronic Health Records (EHRs)
There is an emphasis on the global requirements, func-
tional needs, and data security, for EHR development 
[32]. Examining the evolution of EHRs from 1992 to 
2015 and forecasting 25 years, the study highlights a 
shift from academic to vendor systems. While technical 
advancements occurred, challenges in procedures, eth-
ics, and politics emerged. Present EHRs struggle to meet 
healthcare demands, emphasizing unforeseen complexi-
ties. The paper anticipates international standards for 
interoperable applications, supporting precision medi-
cine and a learning health system based on diverse data 
inputs [33]. Exploring EHRs showcases their potential 
to enhance patient care and streamline clinical research. 
Leveraging EHRs for observational studies and clinical 
trials addresses recruitment challenges and improves 
data collection, especially in cardiovascular research [34]. 
Success relies on analytic capabilities, security, privacy, 
and data quality validation. EHR are crucial for health-
care, integrating patient data for treatment development. 

Challenges like privacy and interoperability persist. This 
research emphasizes the Information Systems (IS) disci-
pline’s potential in EHR integration and analytics [35]. It 
identifies collaboration opportunities between IS scholars 
and healthcare disciplines for improved patient care and 
healthcare transformation. This research, based on quali-
tative methods including literature review and interviews 
with Electronic Patient Record(EPR) experts, develops a 
framework for EPR ethics, focusing on privacy, confiden-
tiality, consent, data access and sharing, trust, and gov-
ernance. The framework is validated through a national 
EPR implementation case study [36]. Using qualitative 
research with semi-structured interviews, the author 
explores primary healthcare professionals’ perspec-
tives on reminders in electronic patient records. The 
study finds mixed views, with some seeing reminders 
as beneficial for patient care and others as burdensome. 
Participants identify hindrances and enablers for the 
appropriate use of reminders in primary care [37]. Using 
collaborative filtering, this research identifies abnormal 
access to Electronic Health Records. The study is con-
ducted on a dataset of 2 million EHRs and 4040 users at 
a academic medical center. The research has proposed a 
collaborative filtering algorithm to user access patterns, 
demonstrating 90.1% sensitivity and 96.5% specificity in 
detecting and preventing unintended EHR access [38]. 
This paper discusses the complexity of ensuring safety 
and robustness in eHealth networks and services [39]. It 
emphasizes the need for comprehensive tools, effective 
governance, and risk management programs to address 
growing complexity and evolving threats. Cooperation, 
consistent research, and development are highlighted for 
fostering a security and resilience culture in eHealth.

Anomaly detection in EHRs
Security and data breeches in Healthcare are well stud-
ied in a recent work, where they have explored various 
approaches to mitigate the issue of data breeches [40]. 
Recently a study analyzed security techniques for safe-
guarding electronic health records (EHRs) from unau-
thorized access, using a dataset of 52 articles published 
from 2010 to 2019 [41, 42]. Access control, authentica-
tion, and encryption are commonly employed methods, 
with blockchain technology suggested for improving 
EHR security. The study recommends employing multi-
ple security techniques for a robust EHR security frame-
work. This research develops a privacy-enhancing 
approach for patient profile management in collaborative 
eHealth. A system was trialed and tested with ten health-
care clinicians, showing increased privacy and security 
without disrupting access to patient information [43]. 
This research reviews mobile cloud computation in med-
icine, analyzing a dataset of 78 articles to assess benefits 
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and drawbacks. While it shows potential for improving 
healthcare delivery, concerns about data security and 
privacy persist [44]. The paper calls for more research to 
validate positive aspects and address challenges in mobile 
cloud computing for healthcare. This literature survey 
examines the state of secure and robust machine learn-
ing in healthcare, analyzing 115 articles. While there’s a 
growing trend of using machine learning in healthcare, 
issues remain regarding data safety, model reliability, and 
privacy protection [45]. The report emphasizes the need 
for further investigation and innovative tools to address 
these challenges for secure and robust machine learn-
ing applications in healthcare. Authors [46] proposed 
a data mining approach to identify a fraudulent activity 
in the Health related insurance claims, thereby identify-
ing potential frauds. The author proposes a system using 
blockchain technology to deter EMR(Electronic Medical 
Records) data corruption [47]. By connecting a medical 
blockchain platform with hospital information systems, 
the system protects EMR integrity and enhances infor-
mation-sharing efficiency within hospitals and healthcare 
organizations. This research investigates using machine 
learning to secure EHR [48]. A systematic survey of lit-
erature and case studies shows that machine learning can 
improve EHR confidentiality by detecting and prevent-
ing unauthorized access and reporting security breaches. 
Cancer records [49] are evaluated for the detection of 
implausible information utilizing unsupervised algo-
rithms. A recent research [50] utilized BERT to identify 
anomalies in EHR. They have treated EHR as a natural 
language and applied the proposed method to identify 
the anomalies in the sequence of events.

Research gap analysis
The discussion reveals that societies are moving towards 
digital and smart health, thereby improving patient ser-
vices. With the increase in advancements in this domain 
threats are equally arising. Concerns regarding patient 
data privacy and security are increasing as well. EHR is 
accessible to the hospital staff and doctors, but as dis-
cussed anomalies appear in that record showing some 
intrusion. The abnormal pattern of data reflects this 
anomaly. Such anomaly can harm patient financial 
claims, patient treatment plan to name few. The litera-
ture [31] reveals that on this particular dataset of the UK 
hospital, the existing technique utilized clustering algo-
rithms for labelling purpose and SVM for prediction. The 
labelling phase was further enhanced by using expert 
opinion for validation purposes. Expert opinion may not 
be always available and with evolution of different kinds 
anomalies the existing model showed limitations in accu-
rate detection of anomalies in the absence of experts. 
Also, enhanced feature engineering and statistical 

analysis may reveal more features relevant for the detec-
tion of anomalies.

Methodology
This study examines the challenges in safeguarding sen-
sitive EHR. Rapid technology integration necessitates 
fortifying EHRs against insider threats to ensure patient 
privacy and data integrity. In this research we have uti-
lized a dataset from a hospital in North England. The 
data contains information related to patients under treat-
ment in the hospital.

The Fig. 3 depicts various steps of the flow diagram 
and the Fig. 4 shows details of different phases of the 
methodology adopted. Firstly in the pre processing 
phase, data is cleaned and prepared for the analysis. 
Afterwards feature selection techniques including 
correlation analysis is carried out to include only the 

Fig. 3  Flow diagram of proposed methodology
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related features . As the data is unlabelled , we utilized 
two popular algorithms including the isolation for-
est and local outlier factor. The data is labelled and 
is validated by utilization of the anomaly scores and 
other metrics. Finally the model is trained utilizing the 
supervised algorithms. Thus the methodology is able 
to predict any unknown instance as anomalous or vice 
versa.

Dataset
This study has utilized a dataset of electronic health 
records (EHRs) [51]. The dataset consists of 1,007,727 
entries from the audit logs. The dataset contains EHR 
of patient data, medical histories and other informa-
tion as given in the Table 1. The data belongs to a hos-
pital in North England.

Preprocessing phase
This phase consists of three main stages including data 
cleaning, missing values management and normaliza-
tion. Numeric missing values are replaced with the mean 
value, while the nominal missing values are replaced with 
the mode. Categorical data is converted into numerical 
representation through One-hot encoding. Normaliza-
tion is done using the min-max algorithm, adjusting 
numeric values to a range between 0 and 1 [52].

To ensure the data is suitably prepared for further 
analysis and modeling, these meticulous steps are imple-
mented, resulting in outcomes that are more accurate 
and reliable.

(1)Xnorm =
x −min(x)

max(x)−min(x)

Fig. 4  Methodology
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The min-max algorithm, outlined in Eq.  1 in [53], is 
applied to numeric values to standardize them within the 
range of 0 to 1, facilitating easier comparison between 
different variables.

Labeling phase
Post-data refinement, a total of 90,385 distinct identifiers 
were discerned. Employing a cross-correlation exami-
nation, we performed feature selection. Subsequently, 
we partitioned the dataset into training and evaluation 
subsets, deploying assorted clustering methodologies. A 
comparative analysis of clustering efficacy between Iso-
lation Forest and Local Outlier Factor (LOF) was con-
ducted. Ultimately, the validity of outlier ratings derived 
from the clustering procedure was verified.

Cross correlation
Cross-correlation proves advantageous in scenarios 
where interrelations exist among dataset features, allow-
ing exploitation of these associations. Consequently, 
a segment of the data remains untapped, resulting in 
reduced data volume and computational intricacy. The 
formula employed to ascertain the cross-correlation 
between two sequences, u(n) and h(n), is delineated as 
follows:

where: u(n) represents the values of the first sequence at 
time n,
h(n− k) represents the values of the second sequence 

shifted by k time units.
According to Eq. 2 cited in [54], the peak cross-cor-

relation occurs when two sequences, represented as 
u(n) and h(n) , are identical. This cross-correlation con-
cept is widely applied across various domains, notably 

(2)Cross-correlation =

n

u(n) · h(n− k)

in network intrusion detection. Presented here is an 
overview of several methodologies leveraging cross-
correlation for the identification of network intrusions. 
Researchers [55, 56] have utilized cross correlation as a 
feature selection technique for intrusion detection.

In another study [57], utilization of cross correlation 
demonstrated improvement in the detection accuracy 
of intrusion attacks in network traffic.

In the domain of classification and intrusion detec-
tion, false correlations among features can arise, pos-
ing challenges for intrusion detection systems (IDS). 
Additionally, redundant information across features 
may complicate the detection process. The inclusion of 
unnecessary features can prolong computation time and 
impact IDS accuracy. Achieving optimal classification 
accuracy hinges on selecting the most relevant subset 
of features that accurately classify training data. Cross 
Correlation aids by identifying redundant features and 
establishes features that can increase the performance 
of machine learning models.The cross correlation algo-
rithm works according to the following steps.

1. Firstly an initial set of all features is established.
2. The correlation of feature to feature is calculated 

according to the Eq. 2.
3. The feature that produces maximum correlation is 

identified.
4. Iterate through step 2 and 3 until desired features 

are selected.

Features that have high value of correlation show they are 
similar, and carry similar information. Thus one of them 
can be selected. Low value indicates the features are unre-
lated and they carry different information. In the dataset 
in this study cross correlation revealed that an important 
feature of Discharge Date was not taken into account in the 
baseline approach thus loosing some valuable information.

Table 1  Dataset

Date Time Device User ID Routine Patient ID Duration Latest Adm date Latest Dis date

2/28/2016 0:00 4Q7QF3J.1 U6199811 PHA.ORDS P8290382 54 2/26/2016 2/27/2016

2/28/2016 0:02 27ZKF5J.1 U5053689 ASF P1591062 13 7/22/2008 7/22/2008

2/28/2016 0:02 C0VLJ5J.2 U2151170 REC REC:(DRP) UK.OE P3126528 77 2/15/2016 2/15/2016

2/28/2016 0:02 27ZKF5J.1 U5053689 ASF P1591062 54 7/22/2008 7/22/2008

2/28/2016 0:04 C0VLJ5J.2 U2151170 REC UK.OE P8672400 147 2/8/2016 2/8/2016

2/28/2016 0:04 BEDSIDE_09.1 U9786800 PHA.ORDS P7076283 22 1/23/2002 1/23/2002

2/28/2016 0:04 27ZKF5J.1 U5053689 ASF VH P2718689 39 9/28/2004 9/28/2004

2/28/2016 0:06 C0VLJ5J.2 U2151170 REC REC:(DRP) UK.OE P8526192 165 1/8/2016 1/8/2016

2/28/2016 0:08 9P7QF3J.3 U4425924 NOTE P5032341 75 1/25/2012 1/25/2012

2/28/2016 0:10 7ZTLJ5J.1 U8857044 PHA.ORDS P8705655 42 3/4/2007 3/4/2007
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Clustering‑Isolation Forest (IForest)
The isolation forest constructs decision trees to isolate 
anomalies from normal instances, identifying anoma-
lies as points requiring fewer splits across trees. Accord-
ing to standard 70% of the dataset was used for training 
purposes and the remaining 30% for testing the models.
The clustering algorithm assigns labels to the dataset as 
anomaly or normal instances.

In summary, the training and testing process with the 
isolation forest offers a means to detect anomalies in 
datasets, contributing to the anomaly detection field in 
machine learning.

Training step
This is the stage where the IForest algorithm constructs 
an ensemble of isolation trees. It divides the training 
dataset recursively be further into a node where data 
point is isolated or until tree height is reached. The 
sub-sample size determines the tree height limit ψ : l = 
ceil(log2ψ ), an average tree height level, with 2 being a 
good fit. The Algorithm 1 gives detailed steps of isolation 
forets elaborated below

Algorithm 1 IForest (Xi, n, w)

In Algorithm 1 from [58], two inputs of sub sampling 
size denoted as w and number of trees is denoted as n. 
This value can be adjusted according to the dataset, as it 
influences the algorithm’s performance in anomaly detec-
tion. Steps 3 to 6 recursively runs until each data point is 
isolated or maximum limit l is achieved.

Testing step
To pinpoint points with high anomaly scores, we com-
pute the average expected path length E(h(x)) , where 
h(x) is determined by the path length function (see 
Algorithm 2). Anomaly scores are then calculated using 
Eq. 1.

Algorithm 2 Path Length (i, iT, c)

According to Algorithm  2 in [58], i denotes the 
instance, iT  denotes the isolation tree, and c denotes 
the current path length. When the current node iT  is 
external, the path length of instance i is calculated as 
the sum of the current path length and the cost of the 
external node iT .size . Otherwise, the algorithm itera-
tively navigates the tree using the split feature and split 
value until reaching an external node.

Anomaly scores measure the level of uniqueness of 
every data point compared to the majority. Higher 
scores will indicate a higher probability of abnor-
malities. Usually, analysts set a threshold based on 
analysis or domain knowledge, automating outlier 
identification and improving anomaly detection, as 
mentioned in [59].

•	 Formulation: In the Isolation Forest algorithm, the 
anomaly score is calculated for each data point 
using a formula described in [60]. Anomaly scores 
evaluate a component’s dispersion or isolation from 
the dataset’s main population. 

Here in Eq. 3 from [61]:

•	 s(x, n) is the anomaly score for data point x in a 
dataset of size n.

•	 h(n) is the height of the decision tree for data point 
x, representing the number of splits or steps needed 
to isolate x.

•	 E(h(n)) is the average height of all decision trees in 
the forest.

•	 c(n) is a constant that represents the average path 
length of an unsuccessful search in a binary tree, 
and it is calculated as: 

(3)s(x, n) = 2−E(h(n))/c(n)

(4)2H(n− 1)− 4(n− 1)/n
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 In Eq. 4 from [61]: H(i) is the harmonic number.

The harmonic number, H(n), is a mathematical con-
struct that adds the reciprocals of the positive integers 
up to the value of n.

The harmonic number increases gradually and find-
ing a formula for large ‘n’ is difficult. In Eq. 5 from [61], 
It is denoted by ‘H(n)’, and its value increases logarith-
mic with ‘n’.

Isolation Forests assigns anomaly scores to data 
points, with normalcy being indicated by a lower 
score. An anomaly score of 0.57 is applied to identi-
fying and labeling the notable differences from the 
majority of the dataset, which is helpful for the detec-
tion of outliers.

Clustering‑Local Outlier Factor (LOF)
The Local Outlier Factor (LOF) finds anomalies 
through a comparison of local densities and distances 
between data points. Data points having LOF score 
beyond 1 are assigned as local outliers. The following 
algorithm depicts the operation of the Local Outlier 
Factor (LOF):

Algorithm 3 LOF (k, m, D)

The above Algorithm 3 from [58], takes three inputs:

–	 k representing the number of nearest neighbors to 
consider, m indicating the number of outliers to iden-
tify, and D representing the dataset containing poten-
tial outliers.

–	 It iterates through each data point in the dataset D to 
compute the k nearest neighbor distances and deter-
mine the neighborhood for each point.

–	 For each data point, it calculates the reachability dis-
tance and local reachability density, which are then 
used to calculate the Local Outlier Factor (LOF) 
score.

–	 The LOF score is calculated for each data point, rep-
resenting its degree of outlier within the dataset.

(5)H(i) = 1+ 1/2+ 1/3+ 1/4 + ...+ 1/n

–	 After calculating the LOF scores for all data points, 
the algorithm sorts the LOF values in descending 
order.

–	 Finally, the algorithm returns the top m data objects 
with the largest LOF values, indicating the outliers in 
the dataset.

Local outlier factor score:
The Local Outlier Factor (LOF) score shows the extent 
to which each data point is unlike the rest of the dataset. 
A high LOF score implies a possibility of the data point 
being an outlier to a greater extent.

The formula for obtaining Local Outlier Factor (LOF) 
for a given data point is presented as.

Equation  6 from [54], assigns scores to data points in 
order to distinguish them as normal or anomalous. An 
average LOF score is equal to 0. 74 is attained. A LOF 
close to 1 is indicative of normality when local reachable 
density is equal to the average. On the contrary, a LOF 
value that is more than 1 indicates an anomaly when local 
density is lower than the average.

The LOF (Local Outlier Factor) Algorithm 3, is used to 
detect outliers in a dataset. It works by computing dis-
tances to nearest neighbors thereby calculating the reach-
able distance and the local reachable density of each data 
point. The LOF score calculates the estimation of outliers. 
The first data points with the greatest LOF values, which 
are the outliers of significance, are retrieved. The final 
LOF score is 0.74, which allows for the effective identifi-
cation and prioritization of anomalies for further analysis.

Table 2 reveals the dataset statistics like unique IDs and 
the spread of anomalies. The Isolation Forest algorithm 
detects 397 anomalies and 89,988 normal data points 
among the 90,385 unique IDs. In the same way, the LOF 
algorithm detects 358 anomalies and 90,027 normal data 
points. This table summarizes dataset properties and 
cluster algorithms’ efficiency in anomaly detection.

Evaluation metrics for labeling phase
Evaluation metrics are defined as numeric values used 
to measure the performance of the model and can be 
applied to different fields among which machine learning.

(6)LOFk(p) =

∑
o∈Nk (p)

lrdk(o)

lrdk(p) · |Nk(p)|

Table 2  Clustering

Clustering algo Unique IDs Anomaly Normal

Isolation Forest 90,385 397 89,988

LOF 90,385 358 90,027
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Silhouette score
The Silhouette Score is used to evaluate the clustering per-
formance of Isolation Forest and LOF algorithms, assessing 
cluster separation and cohesion [62]. This metric measures 
how effectively the algorithms group data into meaningful 
clusters. Mathematically the score is presented as given in 
the equation.

Where: N  variable present the total number of data 
points. ai variable is the average distance from the i-th 
data point to other data points within the same cluster. bi 
presents the minimum average distance from the i-th data 
point to data points in any other cluster, excluding its own.

Range for the silhouette score is between −1 to 1 where 
1 shows that the data point is well clustered, while −1 is 
an indication that the point has been assigned to a wrong 
cluster. Score of 0 is an indication that the clusters are 
overlapping .

The silhouette score for the clustering algorithms 
applied to the EHR dataset of this study showed scores 
of 0.63 for the isolation forest and 0.41 for the LOF algo-
rithm, showing that the isolation forest produced better 
clustering comparatively .

Dunn index
Dunn Index [63]is another evaluation metric that is 
employed to find the performance of clustering algo-
rithms. Dunn Index is based on minimum inter cluster 
distance and maximum intra cluster distance.

The mathematical representation of Minimum Inter-
cluster Distance Dmin is:

where d(xi, xj) represents the distance between data 
points xi and xj , and Ci and Cj represent the clusters to 
which xi and xj belong, respectively. The computation of 
Maximum Intra-cluster Diameter Dmax is done by:

where d(xi, xj) represents the distance between data 
points xi and xj within the same cluster Ck . Finally the 
Dunn Index is calculated utilizing following mathemati-
cal equation

The Dunn Score for the clustering algorithms applied 
in this study is 0.45 for the isolation forest and 0.38 for 
the LOF.

(7)Silhouette Score =
1

N

N∑

i=1

bi − ai

max(ai, bi)

(8)Dmin = min{d(xi, xj) | xi ∈ Ci, xj ∈ Cj, Ci �= Cj}

(9)Dmax = max{d(xi, xj) | xi, xj ∈ Ck}

(10)

Dunn Index =
Minimum Inter-cluster Distance

Maximum Intra-cluster Diameter

Modeling phase
The modelling phase consists of application of classifi-
cation algorithms to the dataset. Classification models 
of support vector machines(SVM), random forest and 
decision tree are utilized. These models represent the 
patterns of binary classification where data points are 
grouped into pre-defined categories according to fea-
tures to support applications such as medical diagnosis 
or fraud detection.

In anomaly detection, Decision Trees are used effec-
tively in combination with anomaly scores from the Iso-
lation Forest algorithm. These scores help to direct the 
tree’s nodes in making decisions on instances as nor-
mal or anomalous. In this research, decision tree is uti-
lized that is widely applied for anomaly detection the the 
domains of cyber-security and fraud detection. For train-
ing, we used anomaly scores as features for building the 
tree. They helped in creating decision boundaries and 
involved choosing features to reduce impurity or increase 
information gain. Each node was a choice according to 
anomaly scores and constructed branches through the 
feature space.

Our approach involves directing new instances through 
a Decision Tree based on decisions at each node wherein 
anomaly scores dictate the process. The tree makes 
instances traverse from root nodes to leaf nodes of the 
tree while assigning normal or anomalous labels. This 
approach is to utilize the anomaly scores for prediction 
which makes the Decision Tree valuable for anomaly 
detection because of its interpretation effectiveness.

Decision Trees also use anomaly scores for decision-
making in anomaly detection but do not include a par-
ticular formula for nodes’ feature splits. Decision Trees 
offer simplicity and interpretability, providing clear deci-
sion paths. Decision Trees may overfit with complex 
datasets and be sensitive to minor input changes [64].

In the context of anomaly detection, Random For-
est takes advantage of the diversity of individual DTs. 
Each tree operates on a different subset of data and fea-
tures which reduces the risk of over-fitting and enhances 
anomaly detection.

Random Forest investigated in our study uses ensem-
ble learning with different Decision Trees. Random fea-
ture selection is used to mitigate overfitting, and each 
tree is trained on a different subset of the dataset to 
improve model stability. In Random Forest, each Deci-
sion Tree gives its output independently for predictions. 
For classification, the final prediction is based on a voting 
mechanism, choosing the class with the most votes. In 
regression tasks, predictions from each tree are averaged 
for the final prediction.

Pros of Random Forest include reduced overfit-
ting, robustness against noise and outliers, and good 
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performance on large datasets. However, the model’s 
complexity increases with the number of trees, and inter-
pretability may be challenging.

Evaluation metrics for modelling phase
The effectiveness of the proposed scheme in achieving 
the stated objectives is assessed using the performance 
measures including,Accuracy, Precision, Recall and 
F1Score

Experiment and results
This section outlines the results obtained from the two 
algorithms Isolation Forest (IForest) and Local Outlier 
Factor (LOF). These algorithms were employed for anom-
aly detection task by labelling transaction as anomalous or 
vice versa. For the IForest algorithm, model training was 
conducted using the model.fit() function, with hyperpa-
rameters like contamination adjusted within a loop iterat-
ing from 0 to 50. We manually optimized parameters such 
as max_samples and n_estimators. The prediction was 
performed using the model. predict() function.

The Table 3 shows the evaluation results of the clustering 
algorithms namely isolation forest and the LOF. The evalu-
ation metrics of silhouette score and Dunn Index show 
superior performance of the IF algorithm. It is important 
to mention that the LOF algorithm was employed on the 
same dataset by the baseline, we have proposed applica-
tion of isolation forest with better results.

Scenario 1: Actions on patient record
It is observed that most users typically spend 60 seconds 
to 300 seconds or less, equivalent to 1 to 5 minutes, when 
performing actions on a patient. This is also supported 
by the evidence in the dataset where active users action 
duration do not go beyond 400 seconds.Such behavior 
aligns with an isolation forest score, indicating normality. 
However, anomalies are present where user is performing 

(11)Accuracy = TP + TN/TP + FP + FN + TN

(12)Precision = TP/TP + FP

(13)Recall = TP/TP + FN

(14)F1− score = 2 ∗ (Recall ∗ Precision)/(Recall + Precision)

activities for long duration making up to 2 hours or 7000 
seconds. Among these anomalies, the user stands out as 
a notable outlier. These extended durations are flagged as 
outliers in the isolation forest analysis.

Scenario 2: patient ID access
Regarding Patient ID, the dataset shows a prevalent pat-
tern of access durations clustered around 1000 seconds, 
which translates to approximately 17 minutes. However, 
there are notable anomalies when Patient ID is accessed 
for significantly longer duration, such as 3700 seconds 
and beyond. The hospital has confirmed that typical 
duration for patient record access is within 1000 seconds 
reflecting a normalized isolation forest score. This is sup-
ported by the observation that a typical clinic session 
lasts 15 minutes. However there is no clear evidence that 
supports access of patient IDs for longer duration on dif-
ferent devices.

Scenario 3: device ID access
According to consultations with the hospital, the typical 
duration for Device ID access is approximately 400 sec-
onds, with most users spending only a few seconds on a 
device. However, there is an instance where a user spends 
1600 seconds and more on a device. Actions on a device 
involving patient-related tasks typically last 300 seconds 
or less. The evidences from the dataset also supports that 
device usage beyond 600 seconds is an abnormal behav-
ior. However, there are exceptions when access duration 
reaches 1700 seconds. Therefore, the device access in the 
dataset is set at 400 seconds. likely resulting in an isola-
tion forest score of 1.

Scenario 4: routene ID access
Upon analysis of Routine ID data, it is evident that the 
device is used for 400 seconds in the dataset. However, 
there are exceptions, such as routines accessed for up to 
1700 seconds. The presence of extreme anomalies, like 
routines lasting 12,000 seconds, complicates the observa-
tion of Routine ID behavior.Typically a routine take 1000 
seconds for completion. Therefore, the routine behavior 
in the dataset is set at 1000 seconds, aiding in the identifi-
cation of anomalies using isolation forest analysis.

Scenario 5: patient discharge record access
In analyzing the record access date and patient’s lat-
est discharge date, the dataset reveals a consistent trend 
where patients are typically discharged within a reason-
able time frame following their treatment as shown in the 
Table 4. Generally, patients spend 60 seconds to 300 sec-
onds or less, equivalent to 5 minutes, on post-discharge 
actions. This pattern is evident across the majority of 
patient records, with the isolation forest score(Anomaly 

Table 3  Clustering evaluation

Algorithms Silhouette scores Dunn index

Isolation Forest 0.63 0.45

Local Outlier Factor 0.41 0.38
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Score) indicating normality. However, anomalies exist 
within the dataset, manifesting as significantly prolonged 
duration of record access post-discharge. For instance, 
some patients’ records are accessed for duration as long 
as 7000 seconds almost 2 hours, OR less than 60 seconds, 
after their discharge, which deviates significantly from 
the norm. Notably, among these outliers, certain records, 
stand out as notable anomalies. These extended duration 
are identified as outliers in the isolation forest analysis, 
indicating abnormal post-discharge activities.

The following section elaborates on the anomaly detec-
tion criteria based on the previous model and the pro-
posed model Fig. 5: 

1.	 Date: The date when the patient record was accessed 
(e.g., March 25, 2016).

2.	 Device: The device used to access the patient record 
(e.g., 341874J.1).

3.	 User ID: The User accessing the patient record (e.g., 
U1029815).

4.	 Routine: The type of access or routine associated 
with the record access (e.g., REC REC:(DRP)).

5.	 Patient ID: The ID of the patient whose record was 
accessed (e.g., P5110410).

6.	 Duration: The duration of the record access in sec-
onds (e.g., 39).

7.	 Latest Dis Date: The latest discharge date of the patient 
associated with the record (e.g., October 18, 2007).

Following contextual anomalies are identified in the 
baseline approach.

•	 If the duration of the record access falls between 60 
and 300 seconds, it is considered normal.

•	 If the duration exceeds 300 seconds, it is flagged as an 
anomaly.

The proposed approach is able to identify follow-
ing anomalies that remained undetected in the baseline 
approach.

•	 If the duration of the record access is less than 60 
seconds and the access occurs after the patient’s dis-
charge date, it is considered an anomaly.

•	 If the duration of the record access is more than 300 
seconds and the access occurs after the patient’s dis-
charge date, it is also considered an anomaly.

In the provided example, the record access dura-
tion is 39 seconds, below the 60-second threshold. The 
access also occurs after the patient’s latest discharge 
date (October 18, 2007). Therefore, this record access 
is marked as an anomaly by the proposed model. This 
example illustrates the differences in anomaly detec-
tion criteria between the previous and proposed mod-
els, considering access duration and the timing of the 
patient’s discharge date.

Table 4  Statistics of dataset scenario 5

Date Device User ID Routine Patient ID Duration Latest Dis date

3/25/2016 341874J.1 U1029815 REC REC:(DRP) P5110410 39 10/18/2007

Fig. 5  Proposed model
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Performance evaluation
In this research Isolation Forest, Local Outlier Factor, 
SVM, Decision Tree, and Random Forest algorithms 
are utilized to assess the effectiveness of the proposed 
methodology.The evaluation metrics showed bet-
ter performance of the isolation forest algorithm. The 
Fig. 6 graphically presents the anomaly detection on the 
dataset.

The LOF algorithm is graphically presented in the 
Fig.  7. The algorithm compares the distance from the 
neighbors of the data point.

The second stage of the methodology involves appli-
cation of classification algorithms. For this purpose we 
evaluated the performance of Support Vector Machines, 

Decision Tree and Random Forest. The results showed 
that SVM produced promising results with accuracy of 
99.21%. Figure  8 dipicts the results when isolation for-
est was used for clustering followed the above discussed 
classifiers.

SVM also showed better results when LOF is used for 
clustering. The results show 98.21% accuracy as depicted 
in the Fig. 9

The Table 5 presents the results of isolation forest while 
utilizing different classifiers. The results show accuracy, 
specificity, sensitivity, F1 score and precision.

The Table 6 presents the results of LOF while utilizing 
different classifiers. The results show accuracy, specific-
ity, sensitivity, F1 score and precision.

Fig. 6  Anomaly detection by IForest

Fig. 7  Anomaly detection by LOF
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Results are graphically presented in the Figs. 10 and 11. 
In terms of accuracy, IForest generally outperforms LOF 
across all models. SVM achieved the highest accuracy 
among IForest models at 99.21%, whereas LOF’s high-
est accuracy, achieved by SVM as well, was slightly lower 
at 98.21%. The Decision Tree model in both IForest and 
LOF yielded comparable accuracies of 98.92% and 97.82% 
respectively. However, Random Forest showed a signifi-
cant difference in accuracy between IForest (98.85%) and 
LOF (97.75%), indicating a better performance in the 
IForest framework.

Regarding sensitivity or the true positive rate, IFor-
est models exhibited higher values than LOF models. 
The Decision Tree model in IForest achieved the highest 
sensitivity at 99.75%, followed closely by SVM at 98.23%. 
In contrast, LOF’s Decision Tree model had a sensitivity 
of 97.52%, and its SVM model scored slightly higher at 
99.45%. Random Forest models showed similar trends, 
with IForest achieving higher sensitivity compared to 
LOF.

Specificity, representing the true negative rate, also 
favored IForest models over LOF. SVM in IForest demon-
strated the highest specificity at 99.32%, followed by the 
Decision Tree model at 98.97%. LOF’s SVM model had 
a slightly lower specificity of 98.34% while its Decision 
Tree model scored 97.92%, Figure  4.6. Random Forest 
models, however, showed lower specificitiy across both 
IForest and LOF, with IForest’s Random Forest achieving 
72.84% compared to LOF’s 69.84%.

The F1 Score, which balances precision and recall, 
showcased a similar trend as sensitivity and specificity. 
IForest models generally had higher F1 Scores compared 
to LOF models, indicating better overall performance in 
terms of both precision and recall.

Recall, representing the ability of the classifier to find 
all positive instances, mirrored sensitivity and showed 
higher values for IForest models compared to LOF mod-
els. Overall, these comparisons suggest that IForest per-
forms better than LOF considering accuracy, sensitivity, 
specificity, F1 Score, and recall thereby, making it a refer-
ring it as the suitable choice for anomaly detection.

Fig. 8  IForest accuracy

Fig. 9  LOF accuracy

Table 5  IForest results

Models Accuracy Sensitivity Specificity F1 score Precision Kappa

SVM 0.9921 0.9975 0.9932 0.9872 0.9823 0.6823

Decision Tree 0.9892 0.9823 0.9897 0.9935 0.9975 0.6631

Random Forest 0.9885 0.9728 0.7284 0.8321 0.9728 0.5921
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Comparison with baseline
A comparison table summarizing the results of the base-
line classifiers (LOF) and the classifiers trained using Iso-
lation Forest and LOF is shown in the Table 7.

Comparison of the classification performance of SVM, 
Decision Tree, and Random Forest models between base-
line results and the proposed. In the baseline scenario, 
SVM demonstrated an accuracy of 98.96%, sensitivity of 
97.96%, and specificity of 98.97%. Meanwhile, the Deci-
sion Tree model showed an accuracy of 98.783%, high 
sensitivity at 99.98%, and specificity of 98.86%. However, 
the Random Forest model exhibited a slightly lower accu-
racy of 98.783%, sensitivity of 97.436%, and relatively 

lower specificity at 39.2523%. In our experimental results, 
SVM displayed improved accuracy at 99.21%, sensitivity 
at 99.75%, and maintained a high specificity of 99.32%, 
with an F1 Score of 98.72%. Similarly, the Decision Tree 
model maintained its accuracy at 98.92%, sensitivity at 
98.23%, and specificity at 98.97%, with a commendable 
F1 Score of 99.35%. However, the Random Forest model’s 
performance slightly decreased compared to the baseline, 
with an accuracy of 98.85%, sensitivity of 97.28%, speci-
ficity of 72.84%, and an F1 Score of 83.21%. Overall, the 
experimental results suggest enhancements in SVM and 
Decision Tree models’ classification parameters, while 
Random Forest’s performance showed a slight decline.

Table 6  LOF results

Models Accuracy Sensitivity Specificity F1 score Precision Kappa

SVM 0.9821 0.9945 0.9834 0.9765 0.9752 0.6752

Decision Tree 0.9782 0.9752 0.9792 0.9864 0.9945 0.6612

Random Forest 0.9775 0.9618 0.6984 0.7923 0.9618 0.5810

Fig. 10  IForest performance

Fig. 11  LOF performance
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Conclusion 
The findings from this study on utilizing technology for 
accessing and analyzing patient’s health information for 
smart healthcare systems and smart cities concluded that 
security and privacy are critical in advanced systems. 
This paper aimed to apply machine learning techniques 
to defend EHRs; specifically, Isolation Forest and Local 
Outlier Factor (LOF) algorithms were used to identify 
unwanted changes collectively. The Isolation Forest is 
a tree-based algorithm for detecting anomalies, and the 
isolation score revolves around isolation depth, at the 
same time LOF utilizes scoring methods based on densi-
ties compared to proximal neighbors.

In order to test the performance, we have utilized 
the Silhouette Score and Dunn Index that quantify 
the cohesiveness of clusters and the distance between 
clusters. Isolation Forest, achieved significantly high 
accuracy of (99. 21%) in contrast with LOF (98. 21%). 
Furthermore, the sensitivity & specificity bore high val-
ues indicating the robustness of the algorithm. Classi-
fication algorithms including Support Vector Machines 
(SVMs), Decision Trees, and Random Forests were 
analyzed for the performance. The results of the per-
formance metrics of accuracy, precision and F1 Score 
revealed that the combination of isolation forest and 
SVM classifier produced better results for this dataset. 
They were also able to identify newer contextual anom-
alies that were not addressed in the previous work. We 
identified abnormal pattern of data from pattern of 
increased user actions, time spent while performing an 
action , date of access of certain data.

This paper analyzed and proposed a methodology for 
the identification of the contextual anomalies on the 
specific dataset. The proposed methodology produces 
improved results with inclusion of anomaly based mod-
els compared to previous work on the same dataset, 

thereby limiting the inclusion of experts in validat-
ing the results. The anomaly detection system can be 
deployed in hospital to monitor an unusual pattern in 
the EHR. According to the specific dataset utilized in 
this study the system can aid to identify if any unusual 
duration is spent on accessing patient record, device, 
and the action being conducted referred as routine id. 
Furthermore, the proposed methodology also identified 
discharge date a candidate for unusual pattern identifi-
cation, whereby access of patient data beyond discharge 
date for abnormal duration is flagged as an anomaly. 
The system can help the hospital administration for any 
potential insider threat.

Limitations and future work
Medical practices and procedures evolve over time and 
sometimes context considered as anomaly might not be 
something of concern. EHR data is very sensitive thus 
availability and access to large volumes of data for anom-
aly detection is legally constraining. The evaluations for 
anomaly detection can be further enhanced with the 
inclusion of other features related to billing, pharmacy 
thereby leading to a more comprehensive conclusion 
when analysing the anomalies in relationship In future 
application of newer models and data mining techniques 
can also be explored for its effectiveness on unseen data.
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Table 7  Comparison with baseline

Model Accuracy Sensitivity Specificity F1 score

Baseline (LOF) SVM 0.9896 0.9796 0.9897 0.9846

Baseline (LOF) Decision 
Tree

0.98783 0.9998 0.9886 0.9938

Baseline (LOF) Random 
Forest

0.98783 0.97436 0.392523 0.9811

Isolation Forest SVM 0.9921 0.9975 0.9932 0.9872

Isolation Forest Decision 
Tree

0.9892 0.9823 0.9897 0.9935

Isolation Forest Random 
Forest

0.9885 0.9728 0.7284 0.8321

LOF SVM 0.9821 0.9945 0.9834 0.9765

LOF Decision Tree 0.9782 0.9752 0.9792 0.9864

LOF Random Forest 0.9775 0.9618 0.6984 0.7923
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