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Figure 1: (a) A learned joint regressor might fail to recover the pose of
a hand due to ambiguities or lack of training data. (b) We make use of
the inherent uncertainty of a regressor by enforcing it to generate mul-
tiple proposals. The crosses show the top three proposals for the proxi-
mal interphalangeal joint of the ring finger for which the corresponding
ground truth position is drawn in green. The marker size of the propos-
als corresponds to degree of confidence. (c) A subsequent model-based
optimisation procedure exploits these proposals to estimate the true pose.

Traditionally, the task of hand pose estimation was approached mostly by
model-based or data-driven schemes. Model-based approaches have been
shown to perform well in a wide range of scenarios. However, they require
initialisation and cannot recover easily from tracking failures that occur
due to fast hand motions. Data-driven approaches, on the other hand, can
quickly deliver a solution, but the results often suffer from lower accuracy
or missing anatomical validity compared to those obtained from model-
based approaches. We propose to combine the merits of both schemes
in a hybrid approach. This way, the method provides anatomically valid
and accurate solutions without requiring manual initialisation or suffering
from track losses.

Main Idea For the task of 3D hand pose estimation, the substantial
similarities between individual fingers and complex finger interactions
cause ambiguities and uncertainties which are often disregarded by pre-
vious works. In contrast, we have the model-based step exploiting the
inherent uncertainties of the data-driven part. First, a learned regressor
is employed to deliver multiple initial hypotheses for the 3D position of
each hand joint. These proposals approximate the distribution of joint po-
sitions under the learned model and thus capture the uncertainty of the
model. Subsequently, the parameters of an anatomically valid hand pose
are found by model-based optimisation which exploits the uncertainties
captured by the proposal distributions. To do this, the optimisation is
privy to internal information from the learned regressor. In this way fail-
ures of the regressor can be corrected during optimisation (see Fig. 1).

Proposal Generation For the generation of an approximated proposal
distribution we build upon a prominent approach for body pose estima-
tion [2], which has also been previously adapted for hand pose estima-
tion [5]. The approach relies on Random Forests [1] to infer a 3D dis-
tribution of likely hand joint locations. Using the discriminative Random
Forest based method, inference of the individual joint proposals is com-
pletely independent from the other joints. While, in this way, the complex
dependencies do not need to be modeled, the resulting proposals are not
necessarily compatible with anatomical constraints.

Optimisation In order to obtain a valid pose we employ a predefined
model of a hand. Such a model can be specified by a number of parame-
ters defining the global position and orientation of the hand as well as the
joint angles for each finger joint. During optimisation these parameters
are constrained based on anatomical studies [3] which avoids impossible
configurations. The goal of the optimisation is to find the model parame-
ters which best describe the modes of the proposal distributions, obtained
from the regression forest, while still obeying anatomic constraints.
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Figure 2: Top row: Qualitative results for two input depth maps rendered
under different viewpoints. Bottom row: The ratio of frames with all
joints within a certain distance to the ground truth as a function of this
distance. Comparing the proposed approach (orange) to regression only
(purple) and [4] (green, dotted) in the left figure on a synthetic sequence,
and to the CNN based hybrid approach [6] (dotted, dark purple) in the
right figure on the NYU dataset. See the paper for more results.

Results Experimental results on various datasets (ICVL, NYU, syn-
thetic) show that our specific combination of a data-driven and model-
based scheme outperforms state-of-the-art representatives of the model-
based, data-driven and hybrid paradigms (see, e.g. Fig. 2). In line with
this, we found it especially effective to make the optimisation scheme
aware of the uncertainty of the regressor. Moreover, using a simple ob-
servation we were able to make the optimisation converge much faster:
Given the global orientation of the hand, the fingers can move almost
independently of each other. This allows us to split the optimisation prob-
lem into sub-problems of lower dimensionality, which resulted in a dra-
matic speed-up without loss of accuracy. See the paper and our website1

for more details and more results.
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1Online resources at http://lrs.icg.tugraz.at/research/hybridhape/


