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Abstract

The complexity of logic-based abduction has been exten-
sively studied for the case in which the background knowl-
edge is represented by a propositional theory, but very little
is known about abduction with respect to description logic
knowledge bases. The purpose of the current paper is to ex-
amine the complexity of logic-based abduction for the EL
family of lightweight description logics. We consider several
minimality criteria for explanations (set inclusion, cardinal-
ity, prioritization, and weight) and three decision problems:
deciding whether an explanation exists, deciding whether a
given hypothesis appears in some acceptable explanation, and
deciding whether a given hypothesis belongs to every accept-
able explanation. We determine the complexity of these tasks
for general TBoxes and also for EL and EL+ terminologies.
We also provide results concerning the complexity of com-
puting abductive explanations.

Introduction
Abduction is a form of reasoning that is used to generate
possible explanations for a given observation. It has nu-
merous applications in artificial intelligence, e.g. diagnosis,
planning, natural language understanding, and computer vi-
sion (refer to (Eiter & Gottlob 1995) for references). There
are a couple different approaches to abduction, but the one
that interests us here is logic-based abduction. In this ap-
proach, an abduction problem consists of a background the-
ory, a set of hypotheses, and an observation, all of which are
represented by logical formulae. The objective is to find a
set of hypotheses which are consistent with the background
theory and which logically entail the observation when taken
together with the background knowledge. Sets of hypothe-
ses satisfying these conditions are called explanations. Very
often a minimality criterion, like set inclusion or cardinality,
is used to select preferred explanations.

Given a logic-based abduction problem, there are three
main decision problems of interest: existence (does an ex-
planation exist?), relevance (does a hypothesis appear in
some preferred explanation?), and necessity (does a hypoth-
esis appear in every preferred explanation?). There is also
the search problems of generating some or all preferred ex-
planations. The complexity of these problems has been
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extensively studied for different fragments of propositional
logic (cf. (Bylander et al. 1991; Selman & Levesque 1996;
Eiter & Gottlob 1995; Creignou & Zanuttini 2006)). There
is very little known, however, about the complexity of ab-
ductive reasoning with respect to description logic knowl-
edge bases.

The current paper aims to help fill this gap by providing
an analysis of the complexity of abduction for the EL fam-
ily of description logics (Baader, Brandt, & Lutz 2005). We
chose to study this family of description logics for two rea-
sons. First, we were attracted by their low complexity of
reasoning. Given that abductive reasoning is generally of
higher complexity than deductive reasoning, it seemed rea-
sonable to start our investigation with description logics for
which deductive reasoning is tractable. Our second motiva-
tion for studying the EL family stems from its usefulness in
applications, particularly those in the biomedical domain.

Our paper is organized as follows. The first section re-
calls some basic notions from propositional logic, descrip-
tion logic, and computational complexity. In the following
section, we introduce our abductive framework and the de-
cision problems of interest. We then leverage results from
propositional logic in order to determine the complexity of
these decision problems for general EL, EL+, and EL++

TBoxes. We next turn our attention to the special case in
which the background knowledge is an EL+ or EL termi-
nology, showing that the complexity improves for one of the
decision problems but not the others. We then present some
results concerning the problem of generating abductive ex-
planations. At the end of the paper, we discuss possible ex-
tensions to our framework before concluding with related
and future work.

Preliminaries
We review some basic notions from propositional logic, de-
scription logic, and computational complexity theory.

Propositional Logic
We assume a finite propositional language built from a set
V = {v1, ..., vn} of atoms and the usual Boolean con-
nectives. A clause is a disjunction λ =

∨
vi∈Pos(λ) vi ∨∨

vi∈Neg(λ) ¬vi, where Pos(λ) and Neg(λ) are the sets
of atoms which appear positively and negatively in λ and
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Pos(λ) ∩ Neg(λ) = ∅. We say that a clause λ is negative
if |Pos(λ)| = 0, it is definite Horn if |Pos(λ)| = 1, and it
is Horn if |Pos(λ)| ≤ 1. A Horn theory is a set of Horn
clauses, and a definite Horn theory is a set of definite Horn
clauses.

The EL Family of Description Logics
We briefly review the syntax and semantics for the descrip-
tion logics EL, EL+, and EL++. Concept descriptions are
constructed inductively from a set NC of atomic concepts
and a setNR of atomic roles using a set of concept construc-
tors. For the description logics EL and EL+, the concept
constructors are the top concept, conjunction, and existential
restriction. For EL++, we have in addition the bottom con-
cept, nominals, and a restricted form of concrete domains.
In this paper, we will consider the version of EL++ without
concrete domains. This is merely in order to simplify the
exposition, as our complexity results for EL++ hold also in
the presence of concrete domains. The syntax of the differ-
ent constructors can be found in Table 1.

Name Syntax Semantics
top > ∆I

bottom ⊥ ∅
nominal {a} {aI}
conjunction C uD CI ∩DI

existential
restriction

∃r.C {x ∈ ∆I | ∃y ∈ ∆I :
(x, y) ∈ rI and y ∈ CI}

GCI C v D CI ⊆ DI

CD A ≡ C AI = CI

RI r1 ◦ ... ◦ rk v r rI1 ◦ ... ◦ rIk ⊆ rI

Table 1: Syntax and semantics of the EL family of DLs

The semantics of concept descriptions is defined in terms
of interpretations. An interpretation I consists of a non-
empty set ∆I and an interpretation function ·I which as-
signs to each atomic concept name A a subset AI ⊆ ∆I , to
each atomic role name r a relation rI ⊆ ∆I ×∆I , and, in
the case of EL++, to each nominal a an element aI ∈ ∆I .
The interpretation function is straightforwardly extended to
complex concepts. Refer to Table 1 for details.

A signature is a set of atomic concept and role names.
Two interpretations I and J coincide on a signature Σ if
and only if ∆I = ∆J and SI = SJ for every S ∈ Σ.

A TBox is a set of axioms describing the relationship be-
tween different concepts and roles. In EL, a TBox can con-
tain two types of axioms: general concept inclusions (GCIs)
of the form C v D (where C and D are EL concepts)
and concept definitions (CDs) of the form A ≡ C (where
A is an atomic concept and C an EL concept). For EL+,
TBoxes may also contain role inclusions (RIs) of the form
r1 ◦ ... ◦ rm v s (where ri and s are role names). For
EL++, we allow role inclusions and can use EL++ concepts
in the concept axioms. The semantics of TBox axioms can
be found in Table 1.

We call a TBox a terminology if it does not contain any
GCIs and there is at most one CD for each atomic concept.

A terminology is said to be acyclic1 if for every CD A ≡
C, the concept C refers neither directly nor indirectly to A
(cf. e.g. (Baader et al. 2003) for a formal definition of
acyclicity). We say that an atomic concept is defined with
respect to a terminology T if it appears on the left-hand side
of a CD in T . Atomic concepts which are not defined are
called primitive.

The signature of a TBox T , denoted Sig(T ), is the set of
atomic concept and role names appearing in T . Signatures
of concepts are defined analogously.

We will use the term propositional to refer to TBoxes
whose axioms are constructed using only atomic concept
names and the >, ⊥, and u concept constructors.

The main reasoning task for description logics is sub-
sumption in which the problem is to decide for a TBox T
and concepts C and D whether T |= C v D. Subsumption
in EL++ is polynomial even with respect to general TBoxes
(as shown in (Baader, Brandt, & Lutz 2005)).

Computational Complexity
We recall some basic definitions from computational com-
plexity (cf. (Papadimitriou 1994)). The class NC consists of
all problems which can be decided in polylogarithmic time
on a parallel computer with a polynomial number of proces-
sors. The class P comprises all problems which can be de-
cided in polynomial time by a deterministic Turing machine.
The class NP contains all problems which can be decided
in polynomial time by a non-deterministic Turing machine.
The class co-NP is defined to be the set of all problems
whose complement belongs to NP. The class ∆P

2 = PNP

is the set of all problems which can be decided in deter-
ministic polynomial time given an NP oracle, and the class
∆P

2 [O(log n)] refers to those problems which require only
O(log n) queries to the NP oracle. The class ΣP2 = NPNP

consists of those problems which can be decided in polyno-
mial time by a non-deterministic Turing machine which can
query an NP oracle. The class ΠP

2 comprises all problems
whose complement is in ΣP2 .

Our Abductive Framework
In this section, we introduce our abductive framework,
which is a straightforward adaptation of the one studied in
propositional logic (Eiter & Gottlob 1995).

Definition 1. An abduction problem is a tuple 〈T ,H, O〉,
where T is a TBox, H is a set of atomic concepts, and O is
a single atomic concept.

Here the TBox T represents the background information,
the set H represents the set of possible hypotheses, and the
conceptO represents the observation to be explained. We re-
mark that requiring the observation to be an atomic concept
is without loss of generality: if the observation is described
by a complex concept D, we can simply add the concept

1The term acyclic is also used for Horn theories, but the usage
is different. Indeed, acyclic Horn theories may not be expressible
as acyclic TBoxes, and propositional acyclic TBoxes may not be
expressible as acyclic Horn theories.

221



definition O ≡ D to T . Similarly, if one wishes to have ar-
bitrary concepts as hypotheses, it suffices to add axioms of
the form A ≡ D to give names to these complex concepts.

A solution to an abduction problem is a consistent combi-
nation of hypotheses that explain the observation given the
background knowledge. We will call sets of hypotheses sat-
isfying these conditions explanations.
Definition 2. A set {A1, ..., An} ⊆ H is an explanation for
an abduction problem 〈T ,H, O〉 if and only if
• A1 u ... uAn is satisfiable with respect to T
• T |= A1 u ... uAn v O

In general, not all explanations for an abduction problem
may be equally satisfying. There are a number of differ-
ent criteria that can be used to select preferred explanations.
In this paper, we will concentrate on those most commonly
studied in propositional logic, namely set inclusion, cardi-
nality, prioritization, and weight.
Definition 3. Let A be an explanation for an abduction
problem P , let P = 〈P1, ..., Pn〉 be a partition of H into
priority classes, and let w : H → N be a function assigning
numerical weights to the concepts inH.
• A is⊆-minimal if there is no explanation B of P such that
B ( A

• A is≤-minimal if there is no explanation B of P such that
|B| < |A|
• A is ⊆P -minimal if there is no explanation B of P and

index i such that B ∩ Pi ( A∩ Pi and B ∩ Pj = A∩ Pj
for every 1 ≤ j < i

• A is ≤P -minimal if there is no explanation B of P and
index i such that |B ∩ Pi| < |A ∩ Pi| and |B ∩ Pj | =
|A ∩ Pj | for every 1 ≤ j < i

• A is vw-minimal if there is no explanation B of P such
that

∑
B∈B w(B) <

∑
A∈A w(A)

Given an abduction problem P and a preference criterion,
there are three main decision problems of interest:

Existence Does there exist an explanation for P?
Relevance Is the hypothesis H relevant, i.e. does H appear

in some preferred explanation for P?
Necessity Is the hypothesis H necessary, i.e. does H ap-

pear in every preferred explanation for P?

Also of interest are the search problems of generating one
or all preferred explanations.

Complexity Results for General TBoxes
In this section, we establish the complexity of the decision
problems just presented for general TBoxes from the EL
family.

For our complexity bounds, we leverage previous work on
abduction for propositional Horn and definite Horn theories,
which can be straightforwardly embedded in EL and EL++

TBoxes:
Lemma 4. Every definite Horn theory can be represented by
a general EL TBox. Every Horn theory can be represented
by a general EL++ TBox.

Proof. We associate each atom vi with an atomic concept
Ai. We map a definite Horn clause ¬vi1 ∨ ...∨¬vin ∨ vin+1

into the EL GCI Ai1 u ... u Ain v Ain+1 . Each negative
clause ¬vi1 ∨ ...∨¬vin is mapped into the EL++ GCIAi1 u
... uAin v ⊥.

As the complexity of the different abduction decision
problems has already been established for Horn and defi-
nite Horn theories, we can use Lemma 4 to obtain lower
bounds on the complexity of these problems for EL, EL+,
and EL++.

For upper bounds, we can also take advantage of work
from propositional logic. It turns out that the proofs for the
complexity upper bounds for Horn and definite Horn theo-
ries are very general and can be easily adapted to EL, EL+,
and EL++. Indeed, for Horn theories, essentially the only
property used in the membership proofs is that satisfiability
and deduction are tractable, which allows one to verify in
polynomial time whether a given set of hypotheses is an ex-
planation or not. This property is satisfied for EL++ (as well
as for an extension of EL++ recently introduced in (Baader,
Brandt, & Lutz 2008)). We thus find that the different ab-
duction decision problems for EL++ TBoxes have exactly
the same worst-case complexity as the corresponding deci-
sion problems for propositional Horn theories.

For some of the decision problems, like existence, definite
Horn theories exhibit better complexity than Horn theories.
For these cases, the upper bound proofs rely on the fact that
any set of hypotheses is consistent with respect to a definite
Horn theory. It is not hard to show that the same property
holds for EL and EL+. We can thus conclude that the ab-
duction decision problems for EL and EL+ TBoxes are of
the same complexity as the corresponding problems for def-
inite Horn theories.
Proposition 5. The complexity results shown in Figure 1 are
correct.

Proof. This follows from complexity results for proposi-
tional Horn and definite Horn theories found in (Eiter & Got-
tlob 1995). Most results appeared there for the first time, but
some were published earlier: the NP-completeness of the
existence problem for Horn theories comes from (Selman &
Levesque 1990), and the NP-completeness of relevance and
tractability of necessity for definite Horn theories appeared
in (Friedrich, Gottlob, & Nejdl 1990).

Complexity Results for EL+ Terminologies
The embedding of definite Horn and Horn theories in EL
and EL++ TBoxes which we used for our lower complexity
bounds made use of general concept inclusions, which raises
the question of whether we might achieve better complex-
ity results if we considered terminologies instead of gen-
eral TBoxes. In this section, we examine the case in which
the background knowledge is represented by an (acyclic
or cyclic) EL+ terminology. These results have a practi-
cal interest since some large real-world ontologies, like the
biomedical ontology SNOMED (Spackman 2000) and the
Gene Ontology (The Gene Ontology Consortium 2000), can
be expressed as EL+ terminologies.
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Decision Problem EL EL+ EL++

Existence P P NP-complete
⊆ NP-complete NP-complete NP-complete
≤ ∆P

2 [O(log n)]-complete ∆P
2 [O(log n)]-complete ∆P

2 [O(log n)]-complete
Relevance ⊆P NP-complete NP-complete ΣP2 -complete

≤P ∆P
2 -complete ∆P

2 -complete ∆P
2 -complete

vw ∆P
2 -complete ∆P

2 -complete ∆P
2 -complete

⊆ P P co-NP-complete
≤ ∆P

2 [O(log n)]-complete ∆P
2 [O(log n)]-complete ∆P

2 [O(log n)]-complete
Necessity ⊆P co-NP-complete co-NP-complete ΠP

2 -complete
≤P ∆P

2 -complete ∆P
2 -complete ∆P

2 -complete
vw ∆P

2 -complete ∆P
2 -complete ∆P

2 -complete

Figure 1: Complexity of Abduction for General TBoxes

Reformulation in Terms of Hitting Sets
Our first step will be to reformulate the different abduction
decision problems for EL+ terminologies as decision prob-
lems concerning hitting sets. We recall the definition of a
hitting set:

Definition 6. Let {S1, ..., Sn} be a collection of non-empty
sets. Then a set T ⊆ ∪ni=1Si is a hitting set for {S1, ..., Sn}
if and only if T ∩ Si 6= ∅ for every 1 ≤ i ≤ n.

We will abuse notation and use the terms ⊆-, ≤-, ⊆P -,
≤P -, and vw-minimal to describe hitting sets as well as ex-
planations. For instance, we will say that a hitting set T is
⊆-minimal if no proper subset of T is a hitting set.

In what follows, we will find it convenient to work with
terminologies whose right-hand sides do not contain any de-
fined concepts as conjuncts.

Definition 7. Let T be an EL+ terminology. We say that
T is reduced if each of its axioms A ≡ C is such that C is
a conjunction of primitive concepts and existential restric-
tions.

Lemma 8 shows that every EL+ terminology can be
transformed in polynomial time into a reduced terminology.
The new terminology may contain some additional concept
names, but it acts exactly the same as the initial terminology
over the original signature.

Lemma 8. Let T be an EL+ terminology. We can compute
in polynomial time a reduced EL+ terminology T ′ such that
(i) T ′ |= T (ii) Sig(T ) ⊆ Sig(T ′) and (iii) for every model
I of T there is a model J of T ′ which coincides with I on
Sig(T ).

Proof. Follows from the normalization procedure for EL
terminologies introduced in (Baader 2003).

Our next lemma shows that if a primitive concept or ex-
istential restriction is entailed by a conjunction of atomic
concepts with respect to an EL+ terminology, it must be

entailed by one of the conjuncts with respect to the termi-
nology2.

Lemma 9. Let T be an EL+ terminology, A be a primitive
concept with respect to T , ∃s.C an EL concept, and B1 u
... uBn a conjunction of atomic concepts. Then

1. T |= B1 u ... u Bn v A if and only if T |= Bj v A for
some 1 ≤ j ≤ n

2. T |= B1u ...uBn v ∃s.C if and only if T |= Bj v ∃s.C
for some 1 ≤ j ≤ n

Proof. Because of Lemma 8 we can assume without loss of
generality that T is reduced. For (1), let us suppose that
T 6|= Bj v A for all 1 ≤ j ≤ n. Consider the interpretation
I defined as follows:

• ∆I = {u1, u2}
• rI = {(u1, u2), (u2, u2)} for every role r
• EI = {u2} if E = A or E ≡ C ∈ T and A ∈ C
• EI = {u1, u2} otherwise

Remark that AI = {u2} but (B1 u ... u Bn)I = {u1, u2}
since all primitive concepts are interpreted as {u1, u2} as are
all defined concepts whose definition does not contain A as
a conjunct (which must be the case since we assumed T 6|=
Bj v A). This means that I is not a model ofB1u...uBn v
A. We now show that I is a model of T . First, consider any
role inclusion axiom r1 ◦ ... ◦ rm v r of T . Clearly this
axiom must be satisfied by I since all roles are interpreted as
the relation {{u1, u2}, {u2, u2}} which is idempotent under
composition. Next, consider a concept definition F ≡ G1 u
... uGk u ∃r1.H1 u ... u ∃rl.Hl where the Gi are primitive
concepts and the Hi are arbitrary EL concepts. Notice that
by construction (∃ri.Hi)I = {u1, u2} for every 1 ≤ i ≤ l.
Now if there is no Gi such that Gi = A, then both F and
G1 u ... u Gk u ∃r1.H1 u ... u ∃rl.Hl are interpreted by

2A more general result was proven in (Konev, Walther, &
Wolter 2008) but only for EL.
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{u1, u2}, so the definition is satisfied. If instead we have
Gi = A, then both F andG1u...uGku∃r1.H1u...u∃rl.Hl

are interpreted by {u2}. We have thus shown that I satisfies
T , and hence that T 6|= B1 u ... u Bn v A. The other
direction of (1) is trivial.

For (2), we suppose that T 6|= Bj v ∃s.C for every
1 ≤ j ≤ n. That means that we can find for each j
an intepretation Ij = 〈∆j , ·j〉 which is a model of T and
which contains an element wj ∈ ∆j such that wj ∈ Bjj but
wj 6∈ (∃s.C)j . We assume without loss of generality that
each Ij is a tree-shaped model with root wj . We now create
a new interpretation I = 〈∆I , ·I〉 as follows:

• ∆I = {w} ∪
⋃n
j=1(∆j \ {wj})

• rI =
⋃n
j=1 r

j [wj : w] for every role r

• AI = {w} ∪
⋃n
j=1(Aj \ {wj}) if A is primitive or A ≡

D ∈ T and for every conjunct ∃r.E of D there is some j
such that wj ∈ (∃r.E)j

• AI =
⋃n
j=1(Aj \ {wj}) otherwise

where rj [wj : w] is the relation obtained from rj by replac-
ing each instance of wj by w. Notice that we have w ∈ BIj
for every 1 ≤ j ≤ n since either Bj is a primitive con-
cept, or it is a defined concept in which case by construc-
tion we have wj ∈ (∃r.E)j for every conjunct ∃r.E on
the right-hand side of the definition of Bj . We must also
have w 6∈ (∃s.C)I since the successors of w are exactly
the successors of the wj and wj 6∈ (∃s.C)j for every j. It
remains to be shown that I is a model of T . Clearly ev-
ery role inclusion is satisfied by I since the role axioms
are satisfied by every Ij . Consider some concept definition
F ≡ G1 u ... u Gk u ∃r1.H1 u ... u ∃rl.Hl where the Gi
are primitive concepts and the Hi are arbitrary EL concepts.
This definition must be verified for every element in I dif-
ferent from w because the interpretations Ij are all models
of T . Next suppose that w ∈ F I . Then by construction
for each ∃ri.Hi there is some j such that wj ∈ (∃ri.Hi)j ,
which means that w ∈ (∃ri.Hi)I since w is connected to
every element which is connected to wj in Ij . As the prim-
itive concepts are all true at w, it follows that both F and
its right-hand side have the same interpretation in I. Fi-
nally, suppose that w 6∈ F I . This means that there must be
some ∃ri.Hi such that for all j we have wj 6∈ (∃ri.Hi)j .
As w has no successors other than the successors of the
wj , it follows that w 6∈ (∃ri.Hi)I , so w does not belong
to the interpretation of the right-hand side of definition for
F . We have thus shown that I is a model of T and hence
that T 6|= B1 u ... u Bn v ∃s.C. The other direction of the
equivalence is immediate.

We are now ready to make explicit the relationship be-
tween hitting sets and explanations. Proposition 10 shows
how abduction problems with respect to EL+ terminologies
can be mapped into hitting set problems, and Proposition 11
gives a mapping in the other direction.

Proposition 10. Consider an abduction problem 〈T ,H, O〉
where T is a reduced EL+ terminology and O ≡ D1 u

... u Dn ∈ T . Let Supp(Di) be the set of atomic con-
cepts E such that T |= E v Di. Then a set A of
atomic concepts is a standard (respectively ?-minimal, ? ∈
{⊆, ≤,⊆P ,≤P ,vw}) explanation for 〈T ,H, O〉 if and
only if A is a standard (respectively ?-minimal) hitting set
of {Supp(D1) ∩H, ..., Supp(Dn) ∩H}.

Proof. Let A be an explanation for P . Then T |=d
A∈AA v D1u ...uDn. As the conjunctsDi are all either

primitive concepts or existential restrictions, it follows from
Lemma 9 that for each Di there is some A ∈ A such that
T |= A v Di. This means that A ∩ (Supp(Di) ∩ H) 6= ∅
for every 1 ≤ i ≤ n, i.e. A is a hitting set of {Supp(D1) ∩
H, ..., Supp(Dn) ∩H}.

For the other direction, suppose A is a hitting set of
{Supp(D1) ∩ H, ..., Supp(Dn) ∩ H}. Then A is a sub-
set of H such that A ∩ Supp(Di) 6= ∅ for every i. But
that means that T |=

d
A∈AA v D1 u ... u Dn, hence

T |=
d
A∈AA v O , so A is an explanation for P .

One can easily verify that A is a ?-minimal explanation
of P just in the case that A is a ?-minimal hitting set (for
every ? ∈ {⊆,≤,⊆P ,≤P ,vw}).

The restriction to reduced terminologies in Proposition 10
is without loss of generality because of Lemma 8.
Proposition 11. Let S1, ..., Sn be a collection of sets. A
subset T of ∪ni=1Si is a standard (respectively ?-minimal
for ? ∈ {⊆,≤,⊆P ,≤P ,vw}) hitting set for {S1, ..., Sn}
if and only if T is a standard (respectively ?-minimal) ex-
planation for the abduction problem 〈T ,H, O〉 with T =
{E ≡

d
E∈Si

Si |E ∈
⋃n
i=1 Si}∪ {O ≡ S1 u ...uSn} and

H =
⋃n
i=1 Si.

Proof. For the first direction, suppose that T is a hitting set
for {S1, ..., Sn}. This means that T ∩ Si 6= ∅ for every 1 ≤
i ≤ n, so T |=

d
E∈T E v O, i.e. T is an explanation for

T . For the other direction, suppose that T is an explanation
for 〈T ,H, O〉 as defined above. Then by Lemma 9 for each
Si there must be some E ∈ T such that T |= E v Si.
But that means that T ∩ Supp(Si) 6= ∅, and hence T ∩
Si 6= ∅, for all 1 ≤ i ≤ n. It can be readily verified that
if T is a preferred hitting set then so is the corresponding
explanation, and vice-versa.

Complexity for ⊆-Minimality
We consider the complexity of abduction for EL+ termi-
nologies using the ⊆-minimality criterion. We will restrict
our attention to the relevance problem since necessity is
tractable even for general TBoxes.

It turns out that testing relevance for EL+ terminologies
with respect to the⊆-minimality criterion is feasible in poly-
nomial time, which contrasts with the NP-hardness of this
task for general EL+ TBoxes. This result is a corollary of
the corresponding result for hitting sets, which was proven
in (Boros et al. 2000). As this result is not that well-known
in the abduction literature, we include a sketch of the proof.
Proposition 12. (Boros et al. 2000) The problem of deciding
whether an element belongs to some ⊆-minimal hitting set
of a collection of sets is in P.
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Proof. Let {S1, ..., Sn} be a collection of sets, and let e be
an element appearing in some Si. Suppose without loss of
generality that there exists k such that e ∈ Si for all 1 ≤ i ≤
k and e 6∈ Sj for k + 1 ≤ j ≤ n. Consider the following
procedure:
For each 1 ≤ i ≤ k

Return yes if Sj\Si 6= ∅ for every k+1 ≤ j ≤ n
Return no

Clearly this procedure terminates in time polynomial in
Σni=1|Si|. We now show that it outputs yes if and only if
e belongs to some ⊆-minimal hitting set.

First suppose the above procedure returns yes. Then there
is some Si, 1 ≤ i ≤ k, such that Sj \ Si 6= ∅ for every
k + 1 ≤ j ≤ n. Let T = {e} ∪

⋃n
j=k+1 Sj \ Si. Now

clearly T is a hitting set for {S1, ..., Sn}. As T ∩ Si = {e},
it follows that e must belong to every ⊆-minimal hitting set
which is a subset of T , and hence to at least one ⊆-minimal
hitting set.

Suppose next that e belongs to a ⊆-minimal hitting set
T of {S1, ..., Sn}. Then there must be some Si such that
T ∩ Si = {e}, since otherwise T \ {e} would be a hitting
set. It follows that T ∩ Sj ⊆ Sj \ Si, hence Sj \ Si 6= ∅, for
every k + 1 ≤ j ≤ n, so the procedure will return yes when
examining Si.

Corollary 13. The relevance problem for the ⊆-minimality
criterion is tractable for abduction problems with respect to
EL+ terminologies.

Corollary 13 is interesting since it shows that abduction
w.r.t EL+ terminologies is better behaved than abduction
with respect to either general EL TBoxes or definite Horn
theories. This result has practical implications since it means
that before starting to generate explanations, we can remove
from consideration all hypotheses which are guaranteed not
to appear in any ⊆-minimal explanation, thereby reducing
the search space.

What would be even nicer is to be able to decide whether
a set of hypotheses is contained in some ⊆-minimal ex-
planation, as this would enable us to selectively enumerate
explanations. Unfortunately, this problem is not tractable:
the corresponding problem for hitting sets was proven NP-
complete in (Boros et al. 2000). We include a brief sketch
of the proof.

Proposition 14. (Boros et al. 2000) The problem of deciding
whether a given set is contained in some ⊆-minimal hitting
set of a collection of sets is NP-hard.

Proof Sketch. The proof is via a reduction from SAT. Let
ϕ = λ1 ∧ ... ∧ λm be a propositional CNF over the set of
atoms {v1, ..., vn}. Consider the collection composed of the
following sets:

• the sets {Ti, Pi} and {Fi, Pi} for each 1 ≤ i ≤ n
• the set {Tj | vj ∈ Pos(λk)} ∪ {Fj | vj ∈ Neg(λk)} for

each 1 ≤ k ≤ m

One can then verify that ϕ is satisfiable just in the case that
{P1, ..., Pn} is contained in some ⊆-minimal hitting set of
the above collection of sets.

Corollary 15. For abduction problems with respect to EL+

terminologies, deciding whether a given subset of H is in-
cluded in some ⊆-minimal explanation is NP-complete.

In the proof of Proposition 14, the reduction hinges on our
ability to test whether sets of arbitrary size can be extended
to ⊆-minimal hitting sets. If we place a bound on the size
of sets considered, then the complexity drops back down to
P. In fact, this problem has been shown to belong to the
class NC which means that it can be efficiently solved on a
parallel computer.

Proposition 16. (Boros et al. 2000) Fix k ∈ N. The problem
of deciding whether a given set with cardinality less than k
is contained in some ⊆-minimal hitting set of a collection of
sets is in NC.

Corollary 17. Fix k ∈ N. For abduction problems with
respect to EL+ terminologies, the problem of deciding
whether a given subset S of H with |S| ≤ k is included
in some ⊆-minimal explanation belongs to NC.

Complexity for Other Minimality Criteria
We now consider the complexity of the relevance and neces-
sity tasks for the other minimality criteria. We demonstrate
that for these criteria even a restriction to acyclic proposi-
tional terminologies is not sufficient to yield a drop in com-
plexity.

We begin by showing the ∆P
2 [O(log n)]-completeness of

relevance and necessity for hitting sets. Our proof is a mod-
ified version of the proof in (Eiter & Gottlob 1995) of the
corresponding result for definite Horn theories.

Proposition 18. The problem of deciding whether an ele-
ment appears in some or every cardinality-minimal hitting
set is ∆P

2 [O(log n)]-hard.

Proof. We reduce the following problem which was shown
∆P

2 [O(log n)]-complete in (Eiter & Gottlob 1995): given a
setC = {λ1, ..., λm} of propositional clauses over variables
{v1, ..., vn} and a distinguished clause λl, decide whether
λl is verified by every model which satisfies a maximum
number of clauses from C. We create a collection of sets
consisting of:

• {Xi,j , X
′
i,j} for every 1 ≤ i ≤ n and 1 ≤ j ≤ m

• {Xi,j | vi ∈ Pos(λk)} ∪ {X ′i,j | vi ∈ Neg(λk)} ∪ {Uk}
for every 1 ≤ k ≤ m and 1 ≤ j ≤ m

• {Ul, Um+1}

We will show that Ul appears in every ≤-minimal hitting
set just in the case that there is some model which satis-
fies a maximum number of clauses in C but does not satisfy
λl. This yields the ∆P

2 [O(log n)]-hardness of the neces-
sity problem, and it also gives us ∆P

2 [O(log n)]-hardness
for the relevance problem since Um+1 appears in some ≤-
minimal hitting set if and only if Ul does not belong to every
≤-minimal hitting set.

We first remark that the cardinality of the ≤-minimal hit-
ting sets is at most nm+z+1, where z is the minimum num-
ber of clauses fromC unsatisfied by a model. To see why, let
I be a model satisfying a maximum number of clauses from
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C, and set S = {Xi,j | I |= vi, 1 ≤ j ≤ m} ∪ {X ′i,j | I |=
¬vi, 1 ≤ j ≤ m} ∪ {Uk | I 6|= λk} ∪ {Um+1}. It is easy to
see that S is a hitting set and |S| = nm + z + 1. We also
obtain a hitting set if we replace Um+1 by Ul. In this case
the hitting set has either cardinality nm+ z + 1 or nm+ z
depending on whether or not I |= λl.

We next remark that if S is a hitting set with cardinality
nm + z, then (i) there is no pair of indices i and j such
that {Xi,j , X

′
i,j} ∈ S and (ii) Ul ∈ S. For (i), suppose

to the contrary that S contains both Xi,j and X ′i,j for some
i and j. Then the set {λk |Uk 6∈ S} is unsatisfiable since
S will contain less than z elements of type Uk, as for ev-
ery 1 ≤ i ≤ n and 1 ≤ j ≤ m either Xi,j or Xi,j′

must belong to S. That means that in order to satisfy the
sets in the second bullet, we must have at least n + 1 ele-
ments from {Xi,j | 1 ≤ i ≤ n} ∪ {X ′i,j | 1 ≤ i ≤ n} for
each 1 ≤ j ≤ m. It follows that S has cardinality at least
(n + 1)m which is a contradiction since z < m. For (ii),
suppose for a contradiction that Ul 6∈ S. Then we must have
Um+1 ∈ S, so the set {λk |Uk 6∈ S} must be unsatisfiable.
As S does not contain any pair of the form {Xi,j , X

′
i,j},

there must be some sets in the second bullet which have an
empty intersection with S, contradicting the fact that S is a
hitting set.

Similarly we can show that any hitting set S must have
cardinality at least nm + z since otherwise S will contain
less than z elements of type Ui, so {λj |Uj 6∈ S} will be
unsatisfiable. But then there must be some set {Xi,j | vi ∈
Pos(λk)} ∪ {X ′i,j | vi ∈ Neg(λk)} ∪ {Uk} with an empty
intersection with S, contradicting our assumption that S is a
hitting set.

We are now ready to prove the result. For the first direc-
tion, we suppose that Ul appears in every ≤-minimal hitting
set. This means that the minimal cardinality must be nm+z.
Pick some≤-minimal hitting set S, and let the interpretation
I be defined as follows: I |= vi if and only if X1,i ∈ S. We
know that I is well-defined since there is no index i such that
both X1,i and X ′1,i are in S. It is easy to see that I satisfies
λi just in the case that Ui 6∈ S, and hence satisfies a maxi-
mum number of clauses from C. Moreover, since Ul ∈ S,
we have I 6|= λl, as desired.

For the other direction, suppose that there is some model
I which satisfies a maximum number of clauses from C but
falsifies λl. Consider the set S = {Xi,j | I |= vi, 1 ≤ j ≤
m} ∪ {X ′i,j | I |= ¬vi, 1 ≤ j ≤ m} ∪ {Ui | I 6|= λi}. It
can be easily verified that S is a hitting set of cardinality
nm+ z. But that means that all ≤-minimal hitting sets have
cardinality nm + z, so Ul must belong to every ≤-minimal
hitting set.

Corollary 19. Deciding whether a given hypothesis is
≤-necessary or ≤-relevant to an abduction problem is
∆P

2 [O(log n)]-hard even when the background theory is an
acyclic propositional EL terminology.

We next show that relevance and necessity are respec-
tively NP-complete and co-NP-complete when the minimal-
ity criterion is prioritized set inclusion.

Proposition 20. The problem of testing if an element be-
longs to some (respectively every) prioritized inclusion-
minimal hitting set is NP-hard (respectively co-NP-hard).

Proof. For necessity, we give a reduction from UNSAT. Let
ϕ = λ1 ∧ ... ∧ λm be a propositional CNF over the set of
atoms {v1, ..., vn}. Consider the collection composed of the
following sets:

• the sets {Ti, Fi} for each 1 ≤ i ≤ n
• the set {Tj | vj ∈ Pos(λk)}∪{Fj | vj ∈ Neg(λk)}∪{U}

for each 1 ≤ k ≤ m

and the priority ordering P = 〈{Ti, Fi}ni=1, {U}〉We claim
that ϕ unsatisfiable just in the case that U is contained in
every⊆P -minimal hitting set of the above collection of sets.
Clearly any⊆P -minimal hitting set must contain exactly one
of Ti and Fi for each i, i.e. it corresponds to a propositional
interpretation. It follows that if ϕ is unsatisfiable, then every
hitting set must contain U , and conversely, if ϕ is satisfiable,
there are ⊆P -minimal hitting sets which do not contain U .

To show NP-hardness of relevance, we show how to re-
duce the complement of necessity to relevance. Let Σ =
{S1, ..., Sn} be a collection of sets, and let P = 〈P1, ..., Pk〉
be a partition of the elements in ∪ni=1Si. Then an element E
is not a member of every ⊆P -minimal hitting set of Σ just
in the case that E′ belongs to some ⊆P ′ -minimal hitting set
of Σ′ = Σ∪{{E,E′}} where P ′ = 〈P1, ..., Pk, {E′}〉.

Corollary 21. Deciding whether a hypothesis is ⊆P -
relevant (respectively ⊆P -necessary) is NP-hard (respec-
tively co-NP-hard) even when the background theory is an
acyclic propositional EL terminology.

Finally, for prioritized cardinality minimality, we prove
∆P

2 -hardness by translating the reduction used for definite
Horn theories (Eiter & Gottlob 1995) into hitting sets. The
∆P

2 -hardness for the vw-minimality criterion follows as a
corollary.

Proposition 22. The problem of deciding whether an ele-
ment belongs to some or every ≤P -minimal hitting set of a
collection of sets is ∆P

2 -hard.

Proof. Following (Eiter & Gottlob 1995), we give a re-
duction of the following ∆P

2 -complete problem: given a
satisfiable set of clauses C = {C1, ..., Cm} on variables
{v1, ..., vn}, decide whether the lexicographically maximum
(with respect to to v1, ..., vn) interpretation satisfying C ver-
ifies vn. Consider the following collection of sets:

• the sets {Xi, X
′
i} and {Xi, X

′′
i } for each 1 ≤ i ≤ n

• the set {Xi | vi ∈ Pos(Cj)} ∪ {X ′i | vi ∈ Neg(Cj)} for
each 1 ≤ j ≤ m

and the following prioritization:

P = {{Xi, X
′
i | 1 ≤ i ≤ n}, {X ′′1 }, ..., {X ′′n}}

We intend to show that Xn belongs to some (or every) ≤P -
minimal hitting set just in the case that the lexicographically
maximum model of C verifies vn. We remark that every
≤P -minimal hitting set must contain either Xi or both X ′i
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and X ′′i for every 1 ≤ i ≤ n. This means that every ≤P -
minimal hitting set S corresponds to a model IS of C de-
fined by IS |= vi if and only if Xi ∈ S. Moreover, hitting
sets which do not contain X ′′i (and hence contain Xi) are
preferred over those containing X ′′i (and hence not contain-
ing Xi), with preference given to those not containing X ′′1 ,
then those not containing X ′′2 , etc. It follows that if IS is
the interpretation associated with a ≤P -minimal hitting set
S then IS is the unique lexicographically maximal model of
C. It follows that there is a single ≤P -minimal hitting set.
We thus find that the lexicographically maximum model of
C verifies vn just in the case that some ≤P -minimal hitting
set contains Xn just in the case that all ≤P -minimal hitting
sets contains Xn.

Corollary 23. The problem of deciding whether an element
belongs to some (respectively every) vw-minimal hitting set
of a collection of sets is ∆P

2 -hard.

Proof. One can verify that a hitting set is≤P -minimal, P =
〈P1, ..., Pk〉, just in the case that it is vw-minimal where w
is defined as follows:

w(H) = dk−i if H ∈ Pi and d = 1 +max{|Pi|, 1 ≤ i ≤ k}

Refer to (Eiter & Gottlob 1995) for more details.

Corollary 24. The relevance and necessity problems with
respect to either the ≤P or vw minimality criteria are ∆P

2 -
hard even when the background theory is an acyclic propo-
sitional EL terminology.

Generating Abductive Explanations
In this section we consider the complexity of producing
some or all abductive explanations.

We begin with the complexity of generating a single pre-
ferred explanation. This problem is tractable for EL+ ab-
duction problems with respect to the ⊆- and ⊆P - criteria,
but is NP-hard in all other cases.

Proposition 25. It is possible to generate a single ⊆- or
⊆P -minimal explanation in polynomial time for EL+ ab-
duction problems. Computing a ⊆- or ⊆P -minimal expla-
nation for EL++ abduction problems is NP-hard, as is the
problem of generating a single ≤-, ≤P -, or vw-minimal ex-
planation, even when the background theory is an acyclic
propositional EL terminology.

Proof. To generate a ⊆P -minimal explanation for EL+ ab-
duction problems, we remove one by one elements from P1

until we find a subset S1 of P1 such that S1∪P2∪...∪Pk is an
explanation but no proper subset of S1 satisfies this property.
We then move on to P2, choosing a subset S2 of P2 such that
S1∪S2∪P2∪ ...∪Pk is an explanation but no proper subset
of S2 has this property. It can be easily verified that the set
S1 ∪ ... ∪ Sk obtained by iterating this process is a ⊆P -
minimal explanation. For EL++ problems, NP-hardness
follows directly from the NP-hardness of the existence prob-
lem. For ≤-minimal explanations with respect to acyclic
propositional EL terminologies, NP-hardness follows from
the NP-completeness of deciding the existence of a hitting

set of less than a given cardinality (Garey & Johnson 1979).
This also yields the NP-hardness of computing a single≤P -
or vw-minimal explanation, since ≤-minimal explanations
are just ≤P -minimal explanations where P = H or vw-
minimal explanations where w = 1.

Given that it is difficult to produce even one ⊆- or ⊆P -
minimal explanation for EL++ abduction problems, it fol-
lows that the problem of generating all such explanations is
not feasible in output-polynomial time (assuming of course
P 6= NP). The same holds for computing the set of all ≤-,
≤P , or vw-minimal explanations even for acyclic proposi-
tional terminologies.

We can also show there is no output-polynomial time al-
gorithm for generating all ⊆- and ⊆P -minimal explanations
for EL abduction problems. This is a corollary of the corre-
sponding result for definite Horn theories, which was shown
in (Friedrich, Gottlob, & Nejdl 1990) using a similar result
from (Bylander et al. 1989).

Proposition 26. If P 6=NP, then it is not possible to gener-
ate all⊆-minimal explanations of a definite Horn abduction
problem in output-polynomial time.

Proof. We show that the problem of deciding whether an
additional explanation exists for a definite Horn abduc-
tion problem is NP-hard via a reduction from SAT. Let
ϕ = λ1 ∧ ... ∧ λm be a CNF formula over the variables
{v1, ..., vn}. We assume that there is no literal which ap-
pears in every clause in ϕ. This is without loss of generality
since otherwise ϕ is trivially satisfiable. Consider the defi-
nite Horn theory T composed of the following clauses:

• ¬vj ∨ ci for i = 1, ...,m and vj ∈ Pos(λi)
• ¬v′j ∨ ci for i = 1, ...,m and vj ∈ Neg(λi)
• ¬vj ∨ ¬v′j ∨ z for every j = 1, ..., n
• ¬c1 ∨ ... ∨ ¬cm ∨ z

We will be interested in the explanations of z with respect
to T using the hypotheses ∪ni=1{vi, v′i}. Because there is no
literal common to all of the clauses in ϕ, there can be no
explanation for z of the form {vi} or {v′i}. This means that
for every i the set {vi, v′i} is a ⊆-minimal explanation for
z with respect to T . Any additional ⊆-minimal explanation
for z must correspond to a consistent set of literals which
implies ϕ. It follows that such an explanation exists just in
the case that ϕ is satisfiable.

We should point out that in the proof of Proposition 26 the
reduction depends crucially on the fact that only some of the
propositional variables are included as hypotheses. Indeed,
it was shown in (Eiter & Makino 2002) that if all proposi-
tional variables are considered hypotheses then the entire set
of ⊆-minimal explanations for a Horn abduction problem
can be computed in output-polynomial time. This positive
result cannot be extended to EL abduction problems:

Proposition 27. If P 6=NP, then it is not possible to gener-
ate all ⊆-minimal explanations to an EL abduction prob-
lem 〈T ,H, O〉 in output-polynomial time, even when H =
Sig(T ) ∩NC .
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Proof. The proof is almost identical to the proof of Proposi-
tion 26, except that we replace T by the following TBox:

• Vi v ∃r.Ci for i = 1, ...,m and vi ∈ Pos(λi)
• V ′i v ∃r.Ci for i = 1, ...,m and vi ∈ Neg(λi)
• Vi u V ′i v Z for every i = 1, ..., n
• ∃r.C1 u ... u ∃r.Cm v Z

For EL and EL+ terminologies, the results in this pa-
per show that generating all ⊆-minimal abductive explana-
tions is equivalent to generating all inclusion-minimal hit-
ting sets. It is a longstanding open question in complex-
ity theory whether the latter problem is solvable in output-
polynomial time (cf. (Eiter & Gottlob 2002; Eiter, Gottlob,
& Makino 2006) for discussion), but there is evidence that
this may be the case.

In any case, one advantage to rephrasing abduction prob-
lems for EL+ terminologies in terms of hitting sets is that
we can exploit existing techniques for enumerating hitting
sets to generate explanations. There are a variety of differ-
ent hitting set algorithms available, including some which
run in quasi-polynomial total time (cf. (Eiter, Gottlob, &
Makino 2006) for references).

Extending our Abductive Framework
In (Elsenbroich, Kutz, & Sattler 2006), a number of dif-
ferent types of abduction problems for description logic
are discussed. Our abductive framework corresponds in
their terminology to a form of simple concept abduction, in
which the target language for explanations is conjunctions
of atomic concepts fromH. A more general type of concept
abduction, called conditionalized concept abduction, is also
discussed, in which explanations only need to entail the ob-
servation when taken together with a given concept C. In
our framework, this would mean replacing the second bullet
in Definition 2 by T |= A1 u ... uAn u C v O.

This suggests two possible ways of extending our abduc-
tive framework: (1) move to a richer target language (2) in-
corporate conditions. We will only discuss the first option,
as our framework and results can be straightforwardly mod-
ified to handle conditionalized concept abduction.

Probably the most obvious and the most interesting way
of extending our notion of explanation is to replace the set
of hypothesesH by a signature S and let explanations be ar-
bitrary concepts over S rather than conjunctions of concept
names fromH.

Our minimality criteria must be generalized accordingly.
Three criteria for general concept explanations were pro-
posed in (Di Noia, Di Sciascio, & Donini 2007): irre-
ducibility, length, and subsumption. Irreducibility general-
izes inclusion-minimality: an explanation C is said to be
irreducible, or u-minimal, if no concept obtained from C
by removing a conjunct from C (at any level) is an expla-
nation. Length-minimality generalizes our cardinality cri-
terion: an explanation is C is length-minimal, written ≤-
minimal (abusing notation), if there is no explanationD with
|D| < |C|. Finally, another possible criterion is subsump-
tion with respect to the background theory T : an explana-

tion C is vT -minimal if there is no explanation D such that
T |= C v D and T 6|= D v C.

The principal difficulty in allowing general concepts as
explanations is that explanations may be much larger than in
the hypothesis-based setting. For instance, the next example
(borrowed from (Konev, Walther, & Wolter 2008)) demon-
strates that even for acyclic EL terminologies, the smallest
explanations may have exponential size.
Example 28. Consider the acyclic TBox T = {A ≡ A u
B0}∪{Bi+1 ≡ ∃r.Biu∃s.Bi | 0 ≤ i ≤ n−1}∪{O ≡ Bn},
and let P = 〈T , {A, r, s}, O〉. Construct the concept Cn
as follows: C0 = A, and Ci+1 = ∃r.Ci u ∃s.Ci for every
0 ≤ i ≤ n. It is not hard to show that the concept Cn is a u-,
vT -, and ≤-minimal explanation for P and is exponential
size in |P|.

If we allow general TBoxes, the shortest explanations
may have doubly-exponential size.
Example 29. (Borrowed from (Lutz & Wolter 2007)) Let
P = 〈T , {A, r, s}, O〉 where T is composed of the follow-
ing axioms:
• A v X0 u ... uXn−1

• For i < n:
d
ρ∈{r,s} ∃ρ.(Xi uX0 u ... uXi−1) v Xi

• For i < n:
d
ρ∈{r,s} ∃ρ.(Xi uX0 u ... uXi−1) v Xi

• For j < i < n:
d
ρ∈{r,s} ∃ρ.(Xi uXj) v Xi

• For j < i < n:
d
ρ∈{r,s} ∃ρ.(Xi uXj) v Xi

• X0 u ... uXn−1 v O
Define Ci as follows: C0 = A, Ci+1 = ∃r.Ci u ∃s.Ci.
It can be verified that C2n−1 is a u-, vT -, and ≤-minimal
explanation and has doubly-exponential size in |P|.

Clearly the fact that the smallest explanations for an ab-
duction problem may have superpolynomial size means that
we will not be able to employ the same methods as in the
hypothesis-based setting, since all of the proofs require us
to produce or guess explanations and check that they satisfy
certain properties. One might however take a more prag-
matic approach and simply require that explanations have
only polynomial size. In this case, we find that the worst-
case complexity of abduction with general explanations is
not much higher than with hypothesis-based explanations.
Definition 30. A signature-bounded abduction problem is
a tuple 〈T , S,O〉, where T is a TBox, S a signature, and
O a concept name. Given such a problem and a polyno-
mial function f , an f -explanation is a concept C satisfying:
Sig(C) ⊆ S, |C| ≤ f(|T |), T |= C v O , and C is sat-
isfiable with respect to T . An element of S is f -relevant
(respectively f -necessary) if it belongs to the signature of
some (respectively all) minimal f -explanations.
Proposition 31. Fix some polynomial function f . Let P =
〈T , S,O〉 be a signature-bounded abduction problem, where
T is an EL++ TBox. Deciding whether P admits an f -
explanation is NP-complete. Deciding if an element from S
is f -relevant to P is
• NP-complete for u-minimality
• ∆P

2 [O(log n)]-complete for ≤-minimality
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Deciding whether an element in S is f -necessary to P is

• co-NP-complete for u-minimality
• ∆P

2 [O(log n)]-complete for ≤-minimality

Hardness holds even when T is an acyclic propositional EL
terminology.

Proof. The existence problem is in NP since we can just
guess some concept on S with size at most f(T ) and check
whether it is an explanation. NP-hardness follows from the
NP-hardness of deciding whether a hitting set of size at most
k exists (just let f be the constant function k).

Membership of the f -relevance (respectively f -necessity)
problem for u-minimality in NP (respectively co-NP) is
straightforward: we guess a concept C with |C| ≤ f(|T |)
and Sig(C) ⊆ S which contains or excludes the symbol in
question and verify in polynomial time that it is an expla-
nation and that no concept obtained by removing a conjunct
from C is an explanation.

Hardness is shown via a reduction from the hitting set
problem. Let Σ = {S1, ..., Sn} be a collection of sets and k
an integer. Let Σ′ = Σ ∪ {{X,Y }} where X and Y do not
appear in Σ. Then Σ possesses a hitting set of size at most
k if and only if X appears in some ⊆-minimal hitting set of
Σ′ of size at most k + 1 if and only if X does not appear in
every ⊆-minimal hitting set of Σ′ of size at most k + 1.

For ≤-minimality, membership is similar to the proof for
Horn or EL++ theories: we use binary search to determine
the minimal size of an explanation using a logarithmic num-
ber of calls to an NP-oracle. We then make a final call to the
NP-oracle to determine whether there exists an explanation
of this size containing or excluding the hypothesis in ques-
tion. Hardness follows from the ∆P

2 [O(log n)] hardness of
≤-minimality in the hypothesis-based setting (cf. Proposi-
tion 18).

Related Work
There has been surprisingly little research addressing the
problem of abduction for description logics, even though it
was argued in (Elsenbroich, Kutz, & Sattler 2006) that this
topic is quite relevant from an applications point of view.
One notable exception is the work of Di Noia and colleagues
(Di Noia et al. 2003; Di Noia, Di Sciascio, & Donini 2007)
who investigate conditionalized concept abduction for the
description logicALN . Their abductive framework is more
expressive than ours it allows for general explanations of ar-
bitrary size. However, it is also less expressive than ours
in that there is no way to restrict the signature of explana-
tions. This is actually a rather significant difference since it
means that in their framework an observation is always its
own explanation, a fact which is exploited in their complex-
ity results as well as in their algorithm for computing a sin-
gle irreducibility-minimal explanation. Indeed the explana-
tion returned by their algorithm is the observation with some
subconcepts removed. While such an explanation is appro-
priate in their chosen application (matchmaking), it would
be considered uninformative in more traditional applications
of abduction.

We can also cite the work of Cialdea Mayer and Pirri
(1995) on abduction for modal logic. They provide an al-
gorithm for computing the set of abductive explanations for
several modal logics. However, their work is less relevant
to our own since their framework does not take into account
TBoxes.

Our work also bears some similarity with axiom pinpoint-
ing (Baader, Peñaloza, & Suntisrivaraporn 2007), in which
the goal is to find inclusion-minimal subsets of a TBox
which imply a given axiom when taken together with a (pos-
sibly empty) fixed TBox.

Conclusion and Future Work

In this paper, we studied the computational complexity of
the main abductive decision problems for the case in which
the background knowledge is expressed by a description
logic in the EL family. By leveraging results from propo-
sitional logic, we showed that for general TBoxes, the com-
plexity of abduction for EL and EL+ is exactly the same as
for propositional definite Horn theories; for EL++, the com-
plexity matches that of propositional Horn theories. Our re-
sults are quite positive since they show that the additional ex-
pressivity afforded by the EL description logics over propo-
sitional Horn and definite Horn theories does not incur any
additional computational cost, either for deductive or for ab-
ductive reasoning. This serves as further evidence to the
interest of the EL family of description logics.

We also investigated the special case of abduction with
respect to EL and EL+ terminologies, showing how the dif-
ferent abduction decision problems could be reformulated
in terms of hitting sets. We then used this correspondence
to prove that for ⊆-minimality, the relevance problem be-
comes tractable, thereby showing that abduction with re-
spect to EL+ terminologies is actually better-behaved than
for definite Horn theories. Again, we take this as a promis-
ing sign especially since some large real world ontologies
are expressible as EL+ terminologies.

Although the focus of this paper was abductive reasoning
for description logics, some of our results are also of interest
for propositional logic. In particular, our hardness results for
deciding whether an element appears in some or every ≤-,
⊆P -, ≤P -, or vw-minimal hitting set strengthen the cor-
responding results for definite Horn theories, and make it
clear that hitting sets are the real source of complexity. As
hitting sets provide about the simplest abductive framework
one could imagine, our results suggest that for these mini-
mality criteria the complexity for definite Horn theories, and
for EL+ TBoxes, can be considered optimal.

There are several problems to be addressed in future work.
First, we are interested in experimenting with different algo-
rithms for hitting sets to see what kind of performance they
give on large-scale EL+ terminologies. Second, we want
to develop algorithms for computing explanations with re-
spect to general EL, EL+, and EL++ TBoxes. Finally, we
would like to investigate the case in which general concepts
of arbitrary size are admitted as explanations.
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