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Abstract: Today, more families are affected by Diabetes Mellitus (DM)
disease on account of its continually increasing occurrence. Most patients
remain unknown about their health quality or the DM’s risk factors prior
to diagnosis. The medical world has witnessed that individuals are affected by
two different diabetes namely a) Type-1 diabetes (T1D), as well as b) Type-
2 diabetes (T2D). As Type 2 Diabetes affects the other organs of the body,
the proposed system concentrates specifically on Type 2 Diabetes. This work
aims to ascertain the cardiac disorder in T2D patients. As of the ECG dataset,
the requisite data is gathered it contains healthy volunteer and patients record
with pathologies like Myocardial Infarction, Cardiomyopathy, Bundle branch
block, Dysrhythmia, from the dataset, the system regarded 245 persons of data
in which 160 volunteers are non-diabetic and 85 volunteers are diabetic. The
classification is performed. Here, a K-Nearest Neighbor (KNN), Multi-layer
Perceptron’s (MLP), along with Support Vector Machines (SVM) learning
models is concerned for the investigation of typical cardiac abnormality in
diabetic persons. From the attained outcomes, the proposed work could be
perceived to show maximal accuracy and minimal error rate percentage in
the least time while comparing existing machine learning algorithms. KNN
attained 80%, MLP attained 93.8% and SVM attained 96.25% of accuracy,
respectively.

Keywords: Electrocardiogram; classification; K-nearest neighbors; receiver
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1 Introduction

Diabetes mellitus is basically a chronic disease and it occurs when the percentage of glucose is
remarkably high in blood. Glucose is the key energy source that the body absorbs as of the food that
one consumes regularity [1]. A hormone called Insulin controls the blood sugar level within the body.
T1D and T2D are the ‘2’ disparate sort of diabetes in which type 1 diabetes is termed insulin-dependent
DM (IDDM) or juveniles-onset diabetes and T2D is termed non-insulin-dependent DM (NIDDM) or
adults-onset diabetes. Individuals who are under 30 are likely to be affected by T1D [2]. In T2D, though
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the pancreas generates some insulin, the quantity produced is insufficient for the body’s requirements,
or alternatively, the body’s cells will resistant towards it [3]. Diabetic individuals will also be prone to
an assortment of diseases like heart disease, stroke, kidney issues, vision failure, dental issues, nerve
damage, [4] along with foot issues. Among all these, diabetic patients will more probably be hit by
CVD. As per the American heart association (AHA) statement, [5] there is a tough correlation linking
diabetes and CVD. Regardless of the occurrence of arterial hypertension, dyslipidemia, together with
obesity conditions, the Diabetes induced hyperglycemia brings about cardiovascular abnormalities.
ST-T changes, left ventricular hyper-trophy, QT dispersion, in addition to sinus tachycardia are some
changes in ECG that might be caused by Diabetes induced Cardiovascular Autonomics Neuropathy
(CAN) [6,7].

The American heart association finds diabetes mellitus to be major controllable hazard factors
aimed at cardio vascular disease. During the Framingham study, an assortment of predictors is
observed in the prediction of heart disease in diabetes patients centered on ECG. Some of such
predictors like body mass index (BMI), gender, age, fasting glucose, higher-density lipoprotein, blood
pressure, family history of diabetes mellitus, triglycerides, etc. contribute to cardio vascular disease
along with heart attack. Envisage of the heart disease in diabetes mellitus is the main challenge.
Centered on the challenge, lots of researches were conducted for detecting proper traits as of ECG
signal data and predicting Heart Disease [8,9]. Some techniques are Discrete Wavelet Transforms
(DWT), Principal Components Analysis Independent Components Analysis along with Fast-ICA.
However, this is inclined to be more intricate, tedious, and also not competent to envisage heart disease
in a diabetic individual. There is a requirement for the prediction [10–14], model to be designed in a
convenient, lower price, precise, and also it should be bio-inspired.

Lately, an assortment of machine learning for the heart disease prediction in diabetes patients
has been performed [15], Some old researches aimed at predicting heart disease in diabetes individuals
centered on machine learning are, random forests, Decision-Tree, Naïve Bayes (NB), ensemble method
together with extreme gradient boost (XGBOOST). Though these procedures predict heart disease,
they can’t attain full accuracy because of particular factors. False Prediction (FP) is attained because
of the factors like artifacts, inapt Features Extraction (FE), improper feature selection, etc. To trounce
these challenges, the work has employed several ML, say MLP, SVM, together with KNN for
investigating the CVD on diabetic individuals [16–20].

Further, the paper is prearranged as: Section 2 illustrates the associated related work. Section
3 about the Data collection and ECG signal, Section 4 Classification of disease or non-disease by
different Machine learning techniques, Section 5 states the result and its discussion for analyzing the
proposed model’s performance. At last, 6 concludes the work.

2 Related Work

A deep-transfer learning framework aimed at the automatic diabetes mellitus diagnosis. This
framework was suggested centered on the heart rates signals acquired as of ECG information. The
suggested framework was deployed for 2D signals. Here, the models previously trained with 2D
huge image data were employed to 1D heart rates signals. The 1D signals were then transmuted
into frequency spectrum imageries, which were chiefly utilized for application to eminent pre-trained
models, particularly: AlexNet, DenseNet, VggNet, and ResNet. The DenseNet model acquired the
highest (97.62%) classification accuracy and (90%) sensitivity for detecting diabetes mellitus subjects
through heart rates signal recordings. But this framework led to higher computational time [21].
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Recommended an automatic system intended for effectively classifying diabetes and normal
classes with the Heart rate information attained as of the ECG signals. Here, the 5 levels of DWT
decomposition, that is, the extraction of the kurtosis, sample entropy, skewness, approximation
entropy, and energy features at disparate detailed coefficient levels were done for automatically
detecting the diabetes mellitus. The ranking approaches, say, the t-test, wilcoxon, Bhattacharyya-space,
and entropy test were employed to rank those features. The ranked features were sent to disparate
classifiers that embrace NB, DT, and KNN, along with SVM. The outcomes had evinced maximal
diagnostic differentiation performance with minimal features. they were ineffectual for training the
machine learning models [22].

It builds an improved fuzzy logic-centric artificial Neural networks (IFANN) classifier to predict
coronary artery heart disease amongst diabetes mellitus patients. The data were compiled and the
built IFANN was analogized to certain approaches in respect of certain performance metrics. The
Mathews’ Correlation Coefficients (MCC) tested the competency of the machine learning classifier for
certain performance metrics. Amid their Implementations in Scilab, the acquired results corroborate
that the built IFANN performed well when contrasted to the existing approaches. The classifier evinced
pre-eminent performance but had a constraint like over-fitting, which elevated the false Positive rate
(FPR) [23].

Delineated some signal processing approaches that picked features as of heart rates signals and
proffered an analysis process that utilized those features for diagnosing diabetes mellitus. Via the
statistical analysis, it recognized the correlation dimensions, recurrence plot, and Poincare geometry
properties as valuable features. The features distinguished the heart rate information of diabetes
mellitus individuals from the normal people and had validated it with the classifier termed “AdaBoost”
using the perceptron weak learner, which acquired 86% classification accurateness. The picked features
contain disparate irregular artifacts that not permitted the model for accurate prediction [24].

It propounded a framework grounded on data mining for exactly diagnosing the type 2 diabetes.
Grounded on innumerable preprocessing rules, the framework comprised 2 parts, the logistic regres-
sion along with improved K-means algorithms. The Waikato settings and Pima Indians Diabetes
Dataset for Knowledge Analyses toolkit were employed for contrasting the outcomes with the ones
attained as of certain researchers. The conclusion corroborated that the framework showed 3.04%
prediction accuracy, which was higher when analogized to those of researchers. Additionally, the
framework ensured the concerned dataset’s quality. For further evaluating the framework’s perfor-
mance, it was employed to 2 other diabetes mellitus datasets. Both experiments’ outcomes evinced
a pre-eminent performance. But, the framework consumed more time while training the data and
showed less accuracy [25].

The elucidated two novel approaches for ascertaining the risk-aspects and employed a machine
learning pipeline for the longer-term prediction of Type2 Diabetes. The approaches had been assessed
with data as of longitudinal clinical analysis, termed San Antonio Heart research. The approach
acquired 95.94% accuracy for predicting whether a person would build Type2 Diabetes within the
subsequent 7–8 years or not, on account of improper data, there might be more chance for false
positive [26].

3 Data Collection

This collects and measures information as of the dataset; in the proposed case, the PTB-Diagnostic
ECG dataset is used. PTB-Diagnostic is an online database which is available on physionet.org site. The
dataset contains of healthy volunteer and patients records with pathologies like Myocardial Infarction,
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Cardiomyopathy, Bundle branch block, Dysrhythmia. Each ECG lead have 10000 samples and their
amplitude range is ±16.384 mV with sampling frequency 1000 Hz. For the experiment we have selected
ECG data, the system regarded 245 persons in which 160 volunteers are non-diabetic and 85 volunteers
are diabetic, their medical history is available [27]. ECG database MATLAB R2018b software were
used for analysis. the 12-lead ECG curve as shown in Fig. 1.

Figure 1: 12-lead ECG curve plotted using PTB diagnostic data

ECG Signal

The electrocardiogram is a picture of the electrical waves in the heart that electrocardiography
creates (ECG). The periodic impulse propagation of the cardiac muscle’s Pacemaker nerve fibers (SA
node, AV node, Purkinje fiber) generates cycles of depolarization and repolarization [28,29]. Muscular
contraction is caused by depolarization, while muscle relaxation is caused by repolarization. The
Atrium muscle (porch, left and right) and Ventricle muscle (chambers, left and right) make up the
heart muscle [30]. The heart’s conduction system refers to this system. According to Einthoven, various
aspects of cardiac activity are portrayed as ECG signals, including:

(i) The depolarization of the atrial muscle as a P wave.
(ii) ‘QRS’ wave is the depolarization of the ventricular muscle.

(iii) ‘T’ wave represents the repolarization of the ventricular muscle.

There is a ‘R’wave in each ECG cycle, which is the largest potential difference as a result of the
maximal depolarization of the ventricular muscle. Impulse because the human body is an excellent
conductor, the pacemaker propagates from the SA node until the Purkinje fiber reaches the surface of
the human skin. The ECG signal is commonly employed in clinical practice. The Holter ECG device
[31] is the most often utilized ECG signal recorder. If paramedics need to monitor the irregularities
in a patient’s ECG, they use this gadget. The paramedics will decipher the waves and complexities of
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the ECG data. The characteristics used to determine whether or not the ECG is normal. The wave’s
interval and height are determined by the parameters, like ON-set and OFF-set of QRS-complex,
amplitudes-durations, T-wave and feature related to diabetes like QT-dispersion (QTd), ST-depression
(STd), QT-corrected (QTc), P-wave dispersion and HRV, these feature extraction factors are done in
my previous paper [32]. This paper is extension of my previous work and proposed to focus on the
classification of abnormal and normal cases of heart disease with diabetes by using different machine
learning techniques and also to find out which technique gives a higher accuracy in least time.

4 Classification Using Machine Learning Algorithms

In this paper we focus on classification using different machine learning algorithm such as,
Multilayer perceptron, Support vector machine and K-nearest neighbor. Subsequent to gathering
the data as one of the datasets, Classification is executed, which is a vital task to ascertain a better
performance on a heart disease with diabetes mellitus in addition to a healthy group. The proposed
work employed disparate techniques of machine learning as a classifier for the complete experiment
machine learning classification techniques were exhibited to potentially enhance prediction results in
coronary heart disease. Such classification techniques include KNN, MLP-NN, along with SVM. The
proposed method’s structural design is evinced in the below Fig. 2, The classification procedure of ‘3’
tree algorithms are elucidated as:

Figure 2: Architecture diagram for the proposed methodology

4.1 K-Nearest Neighbor (KNN)
KNN is basically a simple classifier that ascertains the KNN utilizing the minimal distance betwixt

the testing and training data. The commonest one amongst the KNN is allocated to a class. This has
bad run-time performance when the training set is larger. Here, the proposed system utilized k = 2, 5,
8, 11, 14, 17, 20, and 23. This utilizes ‘feature similarity’ to envisage the values of new data points that
further means that the new point will be allotted with a value-centered on how intimately it matches
the points on the training set. The KNN’s algorithmic procedures are elucidated below,
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Step 1: Initially, take an ECG dataset of u columns and v rows named as ED , wherein (u − 1)th

columns imply the input vector and uth column signifies the outputted vector.

Step 2: Regard a test dataset of u − 1 attributes together with x rows termed as TD.

Step 3: After that, gauge the Euclidean distances betwixt ‘2’ points ED and TD by utilizing,

Euclidean Distance =
√∑x

i=1

∑v

j=1

∑u

k=1

(
(ED)j,k − (TD)i,k

)2
(1)

Step 4: Subsequently, decide a random value of R Here, R implies the total nearest neighbors.
After that, classify the sample ED centered on the majority class amid its nearest neighbors, which
efficiently classifies the healthy people and heart abnormality in diabetes patients.

4.2 Multi-Layer Perceptron (MLP) Neural Network
MLP is one of the main branches of feedforward artificial neural networks. MLP consists of a

minimum of three layers of nodes. MLP utilizes the Feed forward neural network for its training
which is part of the supervised learning method. This structure of deep learning is able to distinguish
data which are not linearly separable. Whenever data is linearly separable, all neurons can have a linear
activation function, which will linearly map the input to the output. For non-linearly separable data,
the algorithm will use a non-linear activation function, such as a sigmoidal or logistic function. MLP is
very popular in diverse fields, such as speech recognition, image recognition, and machine translation
software [33].

Mathematically, it is illustrated as follows:

eD = {e1, e2, e3, . . . en} (2)

where in, implies the ECG dataset and signifies the number of information about disease as well as
non-disease.

a) Input Layer

The lowest layer that gathers input as of the ECG dataset is termed the non-hidden layer as it is the
exposed part of a network. An NN is often designed with a non-hidden layer bearing one neuron per
input value or column in the considered ECG dataset. As above-mentioned, they remain not neurons
but they simply transfer the inputted value to the succeeding layer.

b) Hidden layer

Layers successive to the inputted layer are termed as hidden layer since it is not showing directly
to the input. The network structure with only one neuron on the hidden layer that outputs the value
directly is concerned as the simple structure.

c) Output Layer

The final hidden layer is labeled as the output and it is answerable for outputting a value or vector
of values that match the arrangement requisite for the problem. The MLP has the succeeding structure.

Step 1: First, input the ECG dataset on behalf of training the structure and allot their correspond-
ing weight, this is written as ωD,

ωD = {ω1, ω2, ω3, . . . ωn} (3)
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Step 2: After initialization, the input training ECG dataset values “ eD”are multiplied with the
weight vector values “ ωD”and their summation final value is evaluated.

ID =
∑n

D=1
eD . ωD (4)

Here,

• Assigned value

Step 3: Next, the Activations Function of the network, also termed as a transfer function, is
evaluated. it is an easy approach of charting the summated weighted input to the neuron’s output.
It is termed an activation function since it directs the strength of the output and the threshold upon
which the neuron gets activated. It has the mathematical denotation of:

αD = f
(∑n

D=1
eD . ωD

)
(5)

Step 4: Then, the first hidden layer’s output is computed as,

hD = bD +
∑n

D=1
αD . ωD (6)

where,

hD-First hidden layer’s output

bD-Bias value

The bD, lets the activation function be shifted to the left or right for better fitting of the data.

Step 5: Next, the output of the required input is estimated. This computation aids to acquire the
neuron values on the OL. It is evaluated mathematically as:

OD = bD +
∑n

D=1
hD . ωD (7)

The output is linked to the inputs of other neurons on the HL and is non-visible in the output. The
output is symbolized as “0” and “1”, where, 0–“healthy people” and 1–“heart disease with diabetes
patients”.

Step 6: At last, the error in respect of the preferred outputs are evaluated as,

ErrorD = [tD + OD] (8)

where,

tD-Targeted output

Here, a threshold is set with a minimal value for the loss function. If the initialized threshold
satisfies this fitness, then the output is concerned as the last output, else, the weight value’s position is
renewed. Again, the output unit is ascertained grounded on this MLP algorithm, and also the output
data is trained on behalf of the retrieval process.

4.3 Support Vector Machine (SVM)
SVM is centered on the supervised learning algorithm and is utilized for classifying the sample

data to dissimilar classes. It is primarily utilized in the domain of medicinal diagnosis for their classi-
fication together with regression purposes. The SVM can well be employed for binary classification;
it constructs a model amid the training stage and creates a decision line betwixt the sample groups
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with the utilization of Hyper-Planes (HP). When the distance betwixt the classes is increasing, the
classification accuracy also elevates.

As the considered samples are in the non-linear form, it is non-separable. On that account, the
Kernel Function (KF) is utilized for the classification. In Kernel Function, low dimensional features
space is concerned as input and gets transmuted to the data output in a high-dimension space. Now
the data is turned into the separable form and it could be easily utilized in the classification. And
here, the data is transmuted in the model of 1D to 2D. SVM ascertains a Hyper-Planes bearing the
highest feasible segment points of an identical class on a similar plane. This parallel line separation
Hyper-Planes is termed as optimum separating Hyper-Planes. It elevates the distance stuck betwixt the
2 parallel Hyper-Planes and diminishes the risk of misclassification of the testing dataset. The SVM
algorithm performs the steps proffered below,

Step 1: The input training ECG dataset {ED, FD}N
D=1 is first initialized. Here ED signifies the sample

input training dataset, FD ∈ {−1, 1}. The classification problem precisely spreads the categorization
tags for every sample.

Step 2: The positive data and negative data are isolated via the separating HP as,

(w, a) ∈ γ D (9)

where,

γ -Free margin that supports vector to fulfill the conditions of DP(ED, FD),

wT . ED + a = −1

FD = −1 (10)

w. ED + a = −1

FD = 1 (11)

This brings about the optimization problem that highly lessens an objective function,

O (w) = 1
2
| |w| |2 (12)

By regarding the constraints,

FD

(
wT

D ED + a
) ≥ 1 (13)

where, O (w) signifies the objective function,

Step 3: A minimization or maximization optimization issue has restraints in the variables being
optimized. The error or cost function is added to those constraints and multiplied with the Lagrange
multipliers for its augmentation. Contrarily, the Lagrangian function is developed for SVM via
increasing the objective function using a weighted total of those constraints,

L (w, a, λ) = 1
2

wTw −
∑N

D=1
λD

[
FD

(
wTED + b

) − 1
]

(14)

where,

w and a-Primal variable

λ-Lagrange multipliers.
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Step 4: The discriminant function is evaluated by utilizing,

f (ED) = sgn
(∑N

D=1
λDFDK (ED) + a

)
(15)

where,

K (.)-Non-linear Kernel function

Step 5: High-level noise is existent in the inputted data. Hence, this work utilizes a soft-margin
SVM and is detailed below with the indication of the non-negatives. The problem in the primal variable
is now regarded as the minimization of an OF, which is written as,

J (w, a, ξ) = 1
2
| |w| |2 + P

∑N

D=1
ξD (16)

By regarding the constraints:

FD

[
wT

DED + a
] ≥ 1 − ξD (17)

ξD ≥ 0 (18)

Here,

ξ -Slack variable permitting certain instances to fall in the margin line and penalize them

P-Parameter that varies relying upon the optimization goal

Where, D = 1, 2, 3, . . . N. If P is increased, a tighter margin is acquired, and more emphasis is
located on lessening the number of misclassifications. If P is reduced, maximal violations are permitted
since increasing the margin betwixt the 2 classes is the SVM’s objective. The SVM proffers the output
values of 0 and 1, where, 0 signifies the “healthy people”, and 1 symbolizes “heart disease and diabetes
affected people”. The SVM is mapped and resolved with all training sampled DP grounded on the
Kernel Function. The Kernel Function transmutes the non-linear low dimension function DP into
high dimension ones.

5 Results

In this results analysis section, the proposed system’s performance in predicting the cardiac
abnormality in diabetic patients utilizing disparate machine learning algorithms is analyzed. Here, the
outcomes were acquired by employing three algorithms (KNN, MLP, along with SVM) to show top-
level accuracy. The recognition of disease diagnostic tests is also included. The proposed approaches’
performances are validated and detailed through the below sections. As given in Tab. 1.

Table 1: The classification results imply that this technique is exceptionally competitive with and in
some ways superior to the prior models

Authors AI approach Performance evaluation

Bhatia et al. [34] GA + SVM 90.57%
Asyali et al. [35] Linear discriminant analysis (LDA) 93%

Bayesian classifier Based on HRV features
Abusharian et al. [36] 1. ANN 87.04%

2. ANFIS 75.93%

(Continued)
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Table 1: Continued
Authors AI approach Performance evaluation

Chen et al. [37] Non-equilibrium decision-tree based on
support vector machine classifier

96%

This study Multi-layer perceptron neural networks,
KNN and SVM

Accuracy:

MLP-93.8%
KNN-80%
SVM-96.25%

Table 2: Demonstrates the performance of the different proposed ML algorithms (KNN, MLP, and
SVM)

Techniques KNN MLP SVM

Accuracy 80.0% 93.8% 96.25%
Sensitivity 85.3% 97.2% 97.6%
Specificity 86.9% 90.6% 94.5%

5.1 Measures
This work utilizes and employs the ECG dataset to different ML approaches (KNN, MLP,

and SVM).

The Dataset utilized for training the classifier encompasses 245 patients’ records out of which
85 are diabetes patient and also the other 160 records are non-diabetic persons. After the analysis
of the proposed algorithm is finding abnormality in the diabetic and non-diabetic patients here,
out of 245 patients, 186 persons ECG has shown abnormality in heart like, Myocardial infarction,
Cardiomyopathy, Myocardial ischemia, Bundle branch block and remaining 59 persons of ECG are
normal i.e., healthy. Here, the performance rendered by the proposed ML algorithms (KNN, MLP,
along with SVM) is analyzed. Some qualitative metrics, say, specificity, accuracy, and sensitivity are
evaluated for this comparison and are mathematically described below,

a) Accuracy

It is the percentage of precise predictions done by a classifier when analogized to the label’s actual
value in the testing phase. Also, it is the ratio between the number of precise assessments and that of
all assessments, which is signified as:

Accuracy = G′′
P + G′′

N

G′′
P + G′′

N + S′′
P + S′′

N

(19)

where,

G′′
P-‘true positive’ values, S′′

P-‘false positive’ values

G′′
N-‘true negative’ values, S′′

N-‘false negative’ values



JAI, 2022, vol.4, no.2 71

b) Sensitivity

It is the ability to recognize the proportions of G′′
P precisely identified. It is also termed as True

Positive Rates (TPR), in addition, it has the mathematical denotation of:

Sensitivity = G′′
P

G′′
P + S′′

N

(20)

c) Specificity

It is the percentage of G′′
N that is exactly identified by a classifier during testing. It is also termed

as True Negative Rate (TNR) and it has the mathematical denotation of:

Specificity = G′′
N

G′′
N + S′′

P

(21)

These performance analyses are tabulated in the below table,

5.2 Experimental Results and Comparative Analysis
Here, the proposed KNN, SVM, along with MLP are represented in a graphical form centered on

their performance. The decision of treatment relies upon the diagnosis. The appropriate test and the
medical treatment are chosen grounded on the factors say specificity, accuracy, and sensitivity, which
are the mainly utilized statistics aid to decide a diagnostic medical test. They are elucidated using the
below Fig. 3.

Figure 3: Accuracy, sensitivity, and specificity graph for the proposed machine learning techniques

Discussion: Fig. 3 contrasts disparate proposed ML techniques, say, KNN, SVM along with MLP
classifiers centered on their performances. This comparison is done by utilizing performance metrics,
say, specificity, accuracy, together with sensitivity. On considering accuracy, the proposed KNN,
SVM, in addition to MLP show 80%, 96.25%, and 93.8%-accuracy values, respectively. Likewise, on
considering the specificity metric and sensitivity metric, the proposed KNN attains 86.9% specificity
and 85.30% sensitivity, the proposed MLP attains 90.6% specificity and 97.2% sensitivity, and the
proposed SVM offers 94.5% specificity and 97.6% sensitivity. From these outcomes, the proposed
SVM is confirmed to acquire higher-most performance when analogized to the remaining proposed
method.
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Discussion: Fig. 4 explicates the performance shown by the proposed MLP. The system utilizes
epochs as the parameters on behalf of training the NN. It is proffered as “epoch”, that is, the quantity
of time elapsing between the presentation of the first and final sample of the training set. On that
account, the termination criteria may be a pre-set number of reasonable epochs, it deduces that the
utmost certain validation performance is 0.5638 at epoch 13.

Figure 4: Performance of classifier in MLP at epoch 13

Discussion: The Tab. 2 proffers the specificity, accuracy, along with sensitivity values attained by
different proposed KNN, MLP, and SVM algorithms. The comparison is performed by utilizing some
qualitative performance metrics, say, specificity, accuracy, and sensitivity. The entire proposed ML
models (KNN, MLP, and SVM) utilized the top-performing features at the time of model development
and evaluation. Here, the proposed KNN acquires 80% accuracy, 85.30% sensitivity, and 86.9%
specificity, the proposed MLP shows 93.8% accuracy, 97.2% sensitivity, and 90.6% specificity. Also, the
proposed SVM offers 96.25% accuracy, 97.6% sensitivity, and 94.5% specificity. From these outcomes,
the proposed SVM is confirmed to acquire higher most performance when analogized to the proposed
KNN and MLP classifiers.

Discussion: Fig. 5 compares the diagnostic performance of disparate ML approaches (KNN,
MLP, and SVM) with the utilization of approaches termed Receiver operating characteristic graph.
This graph is utilized to explicate the performance shown by the binary classifier framework. Plot
TPR and FPR at disparate threshold settings and this graph brings about a curve. Here, the proposed
MLP and KNN proffer lowermost performance when analogized to the SVM. Thus, the prediction
outcomes evinced that SVM performed-well when analogized to the other methods (KNN and MLP)
by acquiring the maximal values of specificity (94.5%), accuracy (96.25%), along with sensitivity
(97.6%).
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Figure 5: ROC curve of classification of predicted classes in 6 (a) KNN, 6 (b) MLP, and 6 (c) SVM

6 Conclusion

The prediction of diabetes mellitus disease is a hard task that could offer people an advantage
of early knowledge and intervention. For people, this prediction enhances the health quality and
averts the possibility of heart disease. An accurate prediction of the disease could significantly lessen
national healthcare expenditure, specifically for diabetes mellitus and the associated complications. On
that account, this work proposes to predict the chances of heart disease in diabetes mellitus patients
utilizing disparate ML approaches like KNN, MLP, and SVM. The classifier predicts cardiovascular
disease on diabetic persons or non-diabetic persons. The proposed KNN, MLP, and SVM are
analyzed centered on its performance in respect of specificity, accuracy, and sensitivity metrics. Here,
the proposed KNN, SVM, and MLP, and acquire 80%, 96.25%, and 93.80% accuracies. From the
outcomes, the SVM is confirmed to have higher-most accuracy and minimum error rate than some
existing classifiers. In the future, the research can well be made with the deep convolutional approaches
for acquiring a minimal error rate and maximal accuracy in less time.
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