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Abstract—Outsourcing data to a third-party cloud provider
has become quite common with the increasing use of cloud com-
puting. This brings convenience, as well as the concern for data
security and privacy. It is believed that data encryption alone
is often not enough to protect users’ privacy from the cloud
provider. According to previous work, the sequence of storage
locations accessed by the client can leak up to 90% of the sensitive
information, even with data encrypted. In this context, Oblivious
RAM (ORAM) is proposed. ORAM algorithms allow the client
to hide its access pattern from the service provider while intro-
ducing a lot of extra operations. Among all the prototypes, Path
ORAM is one of the most promising designs. However, there are
still redundant memory accesses that can be removed without
harming the security of traditional ORAM as we observed. We
came up with three optimization techniques, including path merg-
ing, ORAM request scheduling, and merging aware caching. We
also propose a prefetching technique to further decreasing the
access overhead. Moreover, we also illustrate the compatibility of
Fork Path and some state-of-the-art Path ORAM optimizations.
Compared to traditional Path ORAM approaches, our Fork Path
ORAM can reduce overall performance overhead and power con-
sumption of memory system by 65% and 44%, while the design
overhead is trivial.

Index Terms—Access merging, Oblivious RAM (ORAM),
request scheduling.

I. INTRODUCTION

NOWADAYS, outsourced storage applications has become
an important part of the cloud computing service. Since

most of the time cloud provider is not trusted, the concern for
data security and client privacy is raised. Recent researches
have pointed out that a large amount of private information
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can be leaked through the memory access pattern [1]–[3],
which makes merely data-encrypting insufficient. To overcome
this privacy leak problem, Oblivious RAM (ORAM) that was
proposed thirty years ago [4], [5] has attracted lots of attention
recently.

ORAM is a cryptographic primitive, which allows a client
to hide its access pattern to the remote storage by reshuffling
and re-encrypting data every time a memory block is accessed
[6]–[8]. Using ORAM, any memory access pattern is com-
putationally indistinguishable from others of the same length
[9], [10]. However, the overhead of ORAM memory access
is always unacceptable. Obviously, traditional ORAM imple-
mentation requires a considerable amount of extra memory
accesses. According to previous work, ORAM introduces
10×–100× more memory accesses compared to the unpro-
tected baseline [7], [9], [11], leading to significant memory
latency. For those memory-intensive applications, this could
lead to up to 10x performance degradation [7], [9], [10]. With
more and more secure processors using chip-multiprocessor
and out-of-order pipelining architectures to achieve higher
memory bandwidth, it is conceivable that the performance
of traditional ORAM would become a bottleneck limiting its
large-scale application [12]–[15].

To overcome this limitation, various approaches have
been proposed to increase the efficiency of ORAM
[6], [8], [16]–[18]. Among all, an ORAM scheme called Path
ORAM [18] stands out with its simplicity and high efficiency.
The external memory is structured as a binary tree consist-
ing of buckets as nodes, while each of the buckets contains
several blocks with data encrypted. Any access to a specific
block results in a full-path visit from the root to one leaf,
which reduces the overhead of extra accesses effectively. It
was proved that Path ORAM provides the same security as
traditional ORAM. Moreover, several follow-up techniques
have been proposed these years [7], [9], [10], [19]–[22], mak-
ing Path ORAM one of the most efficient approaches.
However, for many memory-intensive applications today, the
performance of Path ORAM is still not in a practical and
acceptable range.

We find that there is a potential to further improve the
performance of Path ORAM by batching ORAM requests,
which can remove some of the redundant memory accesses.
For a sequence of memory requests given by the client, Path
ORAM results in a block visit sequence, which contains a lot
of read and write back operations. Among all these operations
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between the external memory and private storage, some oper-
ations are able to be removed without harming the security of
ORAM design as we proved.

In this article, we propose a Fork Path ORAM scheme
to remove redundant memory accesses by batching ORAM
requests, improving performance while maintaining security.

Fork Path ORAM makes the following contributions.
1) Unlike Path ORAM which focuses on independent oper-

ations, we consider optimization techniques from the
perspective of a sequence of memory accesses. Since
the access to external memory is always known by the
third-party service provider, we prove that this leaks no
more information than Path ORAM does.

2) We propose a path merging technique to avoid redundant
memory accesses, and also consider the extra dummy
operations this may introduce. To reduce the extra
overhead, we propose a request scheduling technique.

3) We observe that treetop caching applied in traditional
Path ORAM became inefficient after path merging, thus
we present a merging-aware caching (MAC) strategy to
improve the performance.

4) We propose a prefetching technique combining with path
merging and request scheduling to further reduce the
number of ORAM requests.

5) We specify the modification of Fork Path to accom-
modate state-of-the-art variants of Path ORAMs and
illustrate that our optimizations are applicable to other
ORAMs as well.

6) We propose a detailed architecture of the ORAM con-
troller. We present the theoretical performance and
matching the experimental results to demonstrate the
efficiency of our optimizations.

The rest of this article is organized as follows. Section II
introduces the thread model and the basic ORAM implemen-
tation. We also provided some state-of-the-art Path ORAM
schemes including Tiny ORAM, as the baseline of this article.
Section III introduced our Fork Path ORAM in detail, includ-
ing path merging, request scheduling, request prefetching, and
MAC. Section IV presents a detailed architecture of ORAM
controller. Section V gives comprehensive evaluations of our
design and compares with the baseline Path ORAM imple-
mentions. Section VI introduces the related works on ORAM
research, and Section VII makes a conclusion.

II. BACKGROUND

A. Threat Model

As a security-oriented design, a threat model is necessary to
be presented first when we consider ORAM implementations.
The threat model we used here is similar to those proposed
in previous works [7], [9]. We assume that users outsource
data and private programs to the remote servers that are phys-
ically accessed by third-party service providers. With the data
stored on the external storage, the private processor needs to
access the remote memory, read data to local memory, or write
back data to external memory during the process of a pro-
gram. The local memory inside the processor is trusted and
invisible to the service providers, while the access of external

memory is easy to be detected [7], [9], [10]. Since the exter-
nal memory is untrusted, without protection, a lot of private
information can be leaked through the access, including data
stored on the cloud memory, the addresses on the bus, and
private informations about the details of the program.

Traditional encryption schemes can provide confidential-
ity [23]–[27], but the access pattern can not be hidden. Just by
the access pattern on the memory bus, sensitive information,
such as the encryption type or even secret keys can still be
learned by the attacker [1]–[3]. The goal of ORAM is to
completely hide the access pattern from the server.

B. Security Definitions

In this article, we adopt a standard definition of ORAM
as proved in previous work. We consider an ORAM design
to be secure when the server learns nothing about the
access pattern. An ORAM design is secure in the following
rule [8], [10], [18].

For any two data request sequences −→a and −→a ′, which
are composed of (address, operation, writedata) tuples that
are compatible to a standard RAM interface, their resulting
sequences ORAM(−→a ) and ORAM(−→a ′) are computationally
indistinguishable if these two resulting sequences have the
same length.

C. ORAM Basics

ORAM hides the access patterns from the server completely.
In our definition above, the −→a represents the sequence of
memory requests from the program, instead of the ORAM
requests transposed by the ORAM controller. For every memory
request, we can come up with an extreme idea that we read
all data into our local processor, read, and write back with
data reshuffled. This promises that no information about the
accessed data is leaked, though impractical with huge overhead.
Moreover, since data caching is normally employed in secure
processors, ORAM(−→a ) normally refers to cache misses of last
level cache (LLC). This leads to a problem that the length of
ORAM(−→a ) may indicate the number of cache hits. Previous
works have proved that information leaks logarithmically with
the increasing length of ORAM(−→a ). To overcome this leakage,
a nonstop stream of accesses can be used. Thus, memory
requests to the external memory reflects no information about
whether there are LLC misses or not. In other words, from the
perspective of the service provider, read or write operations
are indistinguishable from random requests.

D. Path ORAM

In this part, we introduce a state-of-the-art ORAM design,
Path ORAM, and the memory access flow under this protec-
tion, which we use as the baseline of our design. Path ORAM
is to date one of the most practical ORAM construction under
small client storage [9], [10], and has been employed in some
current secure processors [7], [9], [10], [28]. It is accepted that
Path ORAM is a promising and efficient ORAM implementa-
tion that reduces the overhead of ORAM to a logarithmically
level. In Fig. 1, we present an overview of Path ORAM
architecture and the data flow of a memory access operation.
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(a)

(b)

Fig. 1. Illustration of Path ORAM architecture that consists of (a) ORAM
tree and (b) ORAM controller (L = 3 and Z = 4).

This Path Oram architecture consists of two parts. The upper
half indicates untrusted external memory. In this design, the
external memory is organized as a binary tree [9], [10]. In
fact, the tree does not have to necessarily be a binary tree,
but we use a binary tree to make our description simple. The
lower half indicates the trusted ORAM controller. The on-
chip ORAM controller is designed to be a part of the secure
processor, which has an interface for LLC as we mentioned.

The ORAM tree has L+1 levels, ranging from level 0 (root)
to level L (leaf). Each of the nodes in the tree is called a bucket,
and every bucket is internally divided into a fixed number(Z) of
blocks, which is the smallest unit of data access. The capacity
of external storage is always larger than the valid data in order
to provide storage for dummy blocks. Encryption technology
is applied to external storage. Both data blocks and dummy
blocks are encrypted and stored in the external memory, thus
any two blocks are indistinguishable even their plain data are
the same. Another important concept in Path ORAM is the
path, since every memory request would result in a path-based
storage access to achieve security. A path means a set of buck-
ets from the root to one leaf node in the binary tree. Once the
structure of the tree is established, the length of a path is fixed.
In Fig. 1, we highlight path-l in gray as an example.

The ORAM controller has a local storage consisting of two
parts: 1) a position map and 2) a stash. During the course
of the algorithm, the client locally stores a small number of
blocks in a local memory structure named stash. The storage
of the client processor is always supposed to be trusted, so the
data in stash does not need to be encrypted. When the required
data is read in or written back, a encryption/decryption logic
is needed. The position map is a lookup table recording the
run-time mapping relationship between blocks and leaf nodes.

In Path ORAM, we do not need to distinguish between dif-
ferent blocks on the same path. When we need to access a
block, we access the whole path corresponding to the leaf
node, read it into stash, and searched for the block according to
the decrypted index. When a block is accessed, it is remapped

to a new leaf label, making one of the copies invalid. Path
ORAM design holds the following invariant [7], [18]: a data
block mapped to leaf label l must be either in the stash or
path l.

To summarize, for every memory request denoted as
(addr, op, data), Path ORAM works in the following
steps [10].

1) Step 1: The ORAM controller receives a memory request
and searches stash first. If the required data block can
be found in stash, return to LLC immediately; else goes
to step 2.

2) Step 2: The required data is stored in the external
memory. ORAM controller searches the position map
by indexing with addr and gets the leaf lable(l) to be
accessed. Then the target block is remapped to a new
leaf label l′ and the position map is updated.

3) Step 3: The whole path containing the leaf node, includ-
ing the target block is read from the external memory,
decrypted, and stored into the stash. The required data
blocks are forwarded to LLC.

4) Step 4: The required data block has two copies at this
time: one in stash, one in external memory. Since the
block is remapped to a new leaf lable, the copy in stash
is updated, and the copy in external storage becomes
out-of-date.

5) Step 5: The buckets on path-l needs to be refilled with
blocks. Every block in stash is scanned and the blocks
that can be written back to the path are refilled to the
memory path as many as possible. If there are still empty
blocks, dummy blocks are inserted.

In a design of Path ORAM, the memory allocation of the
secure processor needs to be considered rigorously. On the one
hand, stash needs to be big enough to hold the data in a path,
and also the remaining blocks in previous accesses. A proper
stash size(C) should be set to mitigate the possibility of stash
overflow. As an example, it is discussed that when the utiliza-
tion of an 8-GB DRAM is 50% while C ≥ 200 and Z ≥ 4,
the possibility of stash overflow is negligible [9], [10], [18].
On the other hand, when the size of data blocks is relatively
small or the number of blocks keeps growing, the position
map would be too large to be stored on-chip. Thus, hierar-
chical ORAM is proposed [7], [18]. Hierarchical ORAM puts
the position map in external memory and protects the PosMap
blocks basing on Path ORAM. Hierarchical ORAM keeps
a separate PosMap ORAM, which introduces extra memory
accesses. Unified ORAM [9], [19], [29] is proposed to solve
this problem by keeping PosMap blocks and data blocks in the
same address space. In the rest of this article, the unified hier-
archical Path ORAM is used as our baseline for discussions
and denoted as Path ORAM for simplicity.

A nonstop stream of accesses is also used in this design
to protect the timing channel of Path ORAM [10], [30]. As
is shown in Fig. 2(a), each ORAM request consists of a read
phase and a write phase. Between the two memory operations
and every two of the requests, a fixed idle phase is inserted.
By launching ORAM requests in a constant rate continuously,
though we make a loss of the performance, the fixed response
time leaks no information about the cache. When there is
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(a)

(b)

Fig. 2. Timing diagram of (a) Path ORAM and (b) Tiny ORAM with A = 2.

no LLC miss, dummy requests are launched to maintain the
instruction cycle.

E. Tiny ORAM

As we mentioned above, traditional Path ORAM designs
are divided into a form of alternating read and write phase
in the time domain. A state-of-the-art variant of Path ORAM
is a type of multiread-single-eviction ORAMs [8], which is
also called MRSE ORAMs, including Tiny ORAM [19] and
Ring ORAM [29]. For simplicity, we use Tiny ORAM as an
example to describe the features of multiread-single-eviction
(MRSE) ORAMs. Other MRSE ORAMs are quite similar.

MRSE ORAMs, as the name suggests, have a different
performance than traditional ORAMs in timing. As shown in
Fig. 2(b), there are two phases in these ORAMs: the read
phase and the eviction phase. The function of the read phase
is only to fetch the intended block by a path read. And the
eviction phase is only used to evict blocks in the stash by a
path read and a path write following a reverse lexicographical
order [19], [29]. An eviction phase always occurs after a fixed
number of read phases, called the eviction rate in this article.
Compared to Path ORAMs, MRSE ORAMs can theoretically
achieve a lower access overhead and higher performance. In
the rest of this article, a Tiny ORAM combined the unified
ORAM is used as a representative of Path ORAM variants for
discussions and denoted as Tiny ORAM for simplicity.

III. FORK PATH ORAM SCHEME

A. Motivation

Path ORAM has some redundant operations. Fig. 3 shows
an example of Path ORAM requests. In this example, we sim-
ply put one block in a bucket and the letter in each bucket
represents the data stored in it. Consider two ORAM paths
with leaf label 1 and label 3 accessed consecutively, based on
the steps we introduced above, the memory access sequence
in traditional Path ORAM design is shown in Fig. 3(a)–(d).
When a block with leaf label 1 is accessed, all buckets along
the path from root to leaf node 1 (in Fig. 3 A, B, C, D) are
decrypted and loaded into stash. Then after the required data
blocks are forwarded to the LLC, the path is refilled with
write-back data (A’, B’, C’, D’). For the next memory request
to path 3, (A’, B’, E, F) are loaded into stash and refilled with
(A,” B,” E’, F’).

Traditional Path ORAM focus on independent memory
operations and reduced the overhead of each operation.
However, from the perspective of a sequence of memory
accesses, some of the accesses are redundant to be removed.
In this example, we observe that for the overlapped part of

(a) (b)

(d)(c)

Fig. 3. Read/write phases for two adjacent requests accessing (a) and
(b) path-1 and (c) and (d) path-3.

two paths, bucket A’ and B’ are written back to the exter-
nal memory during the Write Path phase of the first request,
while loaded into stash by the second memory request intactly.
Notice that this part of the information is visible to the adver-
sary. The data is encrypted when uploading to the cloud, and
decrypted to be loaded into stash. This operation is consid-
ered to be redundant and can be removed without harming the
security provided by traditional Path ORAM.

To conclude, memory operations of writing and reading data
in the overlapped region of consecutive ORAM requests are
considered to be redundant and can be removed to further
improve the efficiency of Path ORAM. We will introduce in
detail a path merging technique in the following part to take
advantage of this observation.

B. Path Merging

The basic idea of path merging is to avoid the operations
on the overlapped part of contiguous Path ORAM requests.
To achieve this, we propose a modified Path ORAM works in
the following steps.

1) Step 0: For the first memory request after initializa-
tion, all buckets along the path are loaded into stash.
Similarly, only the required data blocks are forwarded
to LLC.

2) Steps 1 and 2: They are the same as previously men-
tioned in Section II-D.

3) Step 3: When we need to load data from the external
memory, only the buckets that are not overlapped with
the previous requests are loaded and stored in stash. In
fact, the overlapped part of the path is supposed to be
already in stash under the guarantee of our design.

4) Step 4: It is the same as previously mentioned in
Section II-D.

5) Step 5: Only the buckets that are not overlapped with
the pending requests needs to be refilled. The stash is
scanned, proper data blocks or dummy blocks are written
back to refill the buckets.

6) Step 6: When there is no pending request, a dummy
request will be inserted to maintain the instruction cycle.
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(a) (b)

Fig. 4. Illustration of path merging. (a) Read phase of current path. (b) Write
phase of current path.

The dummy request is similarly treated as memory
requests in step 5.

We give an example of path merging in Fig. 4. In Fig. 4(a),
buckets A and B are already in the previous path framed with
a dotted line, so when we comes to step 3 of our current
memory request, only C and D need to be loaded into stash
in our design. Similarly, in Fig. 4(b), bucket A is not refilled
since it is in the next path to be accessed.

By applying this path merging technique, the redundant
operations between Path ORAM requests can be removed, and
the required data blocks are accessed in the shape of a fork
path. This optimization from the perspective of a sequence of
memory accesses reduces the number of memory operations
and shortens the response time of single request when the total
number of memory requests is fixed, but also introduces extra
dummy requests. We noticed the existence of this problem,
which may offset our optimization and discussed this issue in
the following section.

C. Dummy Label Replacing

Traditional Path ORAM provided protection on the tim-
ing channel by launching requests in a constant rate. After
path merging, the time cost of single ORAM request is
reduced. When there is no pending ORAM requests, a dummy
ORAM request is inserted, thus compared with traditional
Path ORAM, extra dummy requests are introduced when the
memory request intensity from LLC is low. This is com-
mon when the secure processor is in-order and single-core,
especially when hierarchical Path ORAM is employed.

It is simple to avoid the extra dummy requests by merely
extending the idle phase inside a ORAM request. However,
this prolongs the latency of data accesses. Actually, some of
the dummy requests can be replaced by the incoming data
request without being noticed by the external memory. By
replacing dummy requests according to the following rules,
the offset introduced by applying path merging can be reduced
to some extent.

1) Rule 1: If the data request arrives when the dummy
request is already launched, the dummy request can not
be replaced.

2) Rule 2: If the dummy request is also in the waiting
queue, but the bucket on the crossing point of the current
path and the following data path is already refilled, the
dummy request can not be replaced.

(a) (b)

(d)(c)

Fig. 5. Illustration of dummy request replacing. (a) Initial state. (b) Case-1.
(c) Case-2. (d) Case-3.

3) Rule 3: In all remaining cases, the dummy request can
be replaced by the following data request.

Fig. 5 provides examples of dummy label replacing under
the above rules. In Fig. 5(a) we show the initial state of a
sequence of requests that a current request is launched, fol-
lowed by a inserted dummy request. In Fig. 5(b), the dummy
request is already loading data from the external memory, so it
is too late to relaunch a real data request in the constant rate.
In Fig. 5(c), bucket A is refilled when the data request arrives.
If we replace dummy request at this point in time, bucket
A, as the overlapped part of the paths will not be loaded into
stash according to our design, which may lead to unexpectable
errors. While in Fig. 5(d), bucket A is not yet refilled. The
operations of current request are consistent so far, whether the
pending request is dummy request or data request. Under this
circumstance, the dummy label can be replaced implicitly.

We can prove that no information is leaked through this
dummy label replacing process. In Path ORAM, dummy
requests and real data requests are indistinguishable to the
external memory. The write process starts from the leaf node
and descends toward the root in a path. Dummy requests are
inserted to a request queue inside the secure processor, and
not revealed until the previous requests finish the refill pro-
cess. Therefore, dummy blocks can be replaced implicitly in
time if the refill process performs normally as if the dummy
request never exists.

D. ORAM Request Scheduling

A Path ORAM controller in the secure processor receives
a memory request from LLC, transfers the request to ORAM
requests, stores the ORAM requests in a request queue, and
launch requests in a constant rate. Path merging provides us
a method to avoid some overlapped operations between con-
secutive ORAM requests, thus we can reasonable schedule
the requests in the queue to achieve higher overlap degree,
which further reduces memory operations that interact with
external storage. It is quite common in secure processors with
multicore and/or using out-of-order pipelines that multiple
pending requests exist. For those cases when the memory
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(a) (c)

(b)

Fig. 6. Illustration of ORAM request scheduling. (a) ORAM tree.
(b) Requests before scheduling. (c) Requests after scheduling.

(a) (b)

Fig. 7. (a) Scheduling among variable number of pending requests will leak
information. (b) Dummy labels should be inserted if the queue is not full with
data ORAM request.

access intensity is low, we provided a secure solution below
as well.

In Fig. 6, we give a simple example of request scheduling.
The current request accesses ORAM path with leaf label 1, and
two pending requests accessing path-4 and path-0 are waiting
in the request queue to be launched. As we can observe in
Fig. 6(a), if we launch path-0 as our next request, we only need
to refill bucket D and load bucket H to the stash. Compared
with path-1 followed by path-4, extra operations on bucket B
and C are removed, which leads to a better performance of our
design. To conclude, we schedule the requests in the waiting
queue and the request that has the highest overlap degree is
selected as the next ORAM request for path merging.

By ORAM request scheduling, we can achieve a global
optimal access sequence that requires minimal external oper-
ations. However, this scheduling process may lead to data
hazards and fairness issues, which have been addressed in
some previous works [10], [18]. In our Fork Path ORAM
architecture, we further discussed and provided proper solution
on this issue in Section IV.

When we schedule requests, it is worth mentioning that
the number of requests in the waiting queue can leak some
information about LLC. Obviously, the more ORAM requests
pending in the queue, the higher efficiency path merging with
scheduling can achieve. If we use a schedule strategy that
depends on the number of requests in the queue, in some cases
(e.g., we mentioned when the memory access intensity is low)
private information can be leaked through this process, since
the degree of path overlapping will reflect the intensity of LLC
requests. Therefore we ensure the waiting request queue to be
full all the time, with dummy requests filled when there is idle
in the queue as shown in Fig. 7.

Algorithm 1: Label Insertion
while time ++ do

if current is finish then
current = pending;
pending = queue top ;
pop queue top;

else

end
if there is a new request then

if dist(current, incoming) < dist(current, pending) and
pending is not merged then

swap the pending and incoming requests;
else

end
replace the first dummy request with incoming request;
sort the queue by the overlap degree;

else

end
if the queue is not full and have no dummy request then

Insert a dummy request to end of the queue;
else

end
end

The insertion of dummy requests gives us the space to
apply dummy request replacing. Similarly, the inserted dummy
requests can be replaced by incoming requests in some cases.
Algorithm 1 described the replacing rules in detail.

To avoid leaking information to the external memory, as we
can see, dummy requests are possible to be launched before
real requests anyway. A scheduling operation on the entire
queue is applied, while for requests that has the same overlap
degree with current request, real data requests has a higher
priority to be launched than dummy requests. Through this, we
can further reduce some of the operations by ORAM request
scheduling in various possible situations.

E. Prefetch Request Insertion

As addressed in Section III-D, a critical drawback of request
scheduling is the introduction of additional dummy requests
since the waiting request queue needs to be fulfilled all along
to avoid information leakage about LLC. In the evaluation sec-
tion, we also observe that for some benchmarks, the imported
dummy requests can severely offset the benefit of scheduling
with a large label queue. Based on this, we propose to insert
prefetching requests instead of dummy requests to mitigate the
impact of dummy requests.

ORAM requests are supposed to be launched in a con-
stant rate continuously, and when there is no pending ORAM
request, prefetched requests would be launched, right in the
constant rate as real ORAM requests, and sent to the label
queue. Compared with dummy requests, no extra CPU oper-
ations are added and this overhead is necessary for secure
consideration. In our design, we implement a straight-forward
prefetching scheme which takes advantages of spatial locality.
By analyzing the address queue, our prefetcher will add CPU
requests according to the following three rules.
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(a) (b) (c) (d)

Fig. 8. Illustration for prefetching (a) prefetched requests based on address C
(b) address C+4 is hit and addresses before are flushed (c) addresses after C+
4 are flushed and (d) prefetched requests are replaced by incoming requests.

1) The prefetcher inserts requests accessing the consecutive
addresses of the last queued request.

2) Once an LLC request arrives and is found previously
queued (“hit”), the inserted addresses ahead of this
request is flushed; If a request miss occurs, all the
inserted addresses are flushed and next insertions are
based on the new address.

3) Any prefetched request can be replaced by the incoming
LLC request.

To better explain the rules of our prefetching design, sev-
eral cases are presented below in Fig. 8. As illustrated in
Fig. 8(a), A, B, C are the queued addresses and prefetched
addresses are always based on the last queued address (i.e.,
“C”). Data blocks near c are prefetched into the queue to
promise the queue is full. If we suppose that C + 4 is hit,
prefetched addresses before C + 4 are flushed to ensure that
the real ORAM request has a higher priority to be launched
than prefetched ones while C + 5 and consecutive addresses
are inserted [Fig. 8(b)]. In Fig. 8(c), the advent of Address
D results in the flush of C + 5 to C + 8. And the incoming
requests always have a higher priority that they can replace
the prefetched requests, as shown in Fig. 8(d). In other words,
prefetched requests in the address queue are always prepar-
ing to be replaced by incoming real requests, or updated by a
better prefetching choice.

Previous work [11] has also proposed a specific prefetch-
ing technique that maps several consecutive addresses to a
same path. Therefore, one ORAM fetch can potentially load
several future addresses following the spatial locality of pro-
grams. However, their motivation of prefetching is different
from ours. The goal of their mapping process is to reduce the
data requests [11] while in our scheme we use the prefetching
technique to reduce dummy requests. Besides, the join oper-
ation in will increase the possibility of stash overflow while
our prefetching has no impact on this.

F. Merging-Aware Caching

For current secure processors, on-chip data caching is
applied to reduce the overhead of ORAM [10]. The fre-
quently accessed data blocks are cached in the memory of
ORAM controller, which reduces the response time for some
of the requests using memory locality. Traditional Path ORAM
always adopt treetop caching as the baseline of design, in
which buckets in the levels close to the root of ORAM tree
are cached in private storage. Due to the access mode of Path

(a) (b)

Fig. 9. (a) Treetop caching versus (b) merging aware caching.

ORAM, it is obvious that the nodes at lower levels are more
frequently accessed than those at high levels. Thus, treetop
caching can achieve a good performance. However, in our
design using path merging, some of the accesses to the buck-
ets close to the root are removed and the frequency of visits
to them is greatly reduced. In our design, we apply MAC to
maximize the efficiency of on-chip cache.

In traditional Path ORAM, data blocks are accessed in units
of paths. Each node of the path is read and write back in
one visit. While in Fork Path, with path merging technique,
buckets are accessed in a fork style just like its name. The over-
lapped parts of consecutive paths are merged, which makes
data blocks on the tines of the fork to be accessed more fre-
quently than those on the handle of the fork. The cache should
focus on buckets that are always accessed, rather than those
considered to be always in stash. Obviously, the attention of
treetop caching is on the latter. For a Fork Path design, if the
average overlapped path length is assumed as lenoverlap, it is
almost useless to cache data in the levels lower than lenoverlap.
MAC allows us to cache the blocks higher than lenoverlap to
achieve a better performance.

Fig. 9 is a more intuitive comparison of the difference
between the two caching policies. The entire triangle repre-
sents the external storage organized into a binary tree, and a
fork path is shown as the access mode applying path merg-
ing. Fig. 9(a) represents the traditional tree-top caching, and
Fig. 9(b) represents merging aware caching from the level
higher than m1. When the size of cache is fixed, represented
as a shaded triangle in the figure, merging aware caching cov-
ers more of the required blocks, which optimizes the request
latency. In the actual design, m1 is always set to lenoverlap +1,
and m2 depends on the on-chip cache size. Moreover, since the
write phase or the read phase of a Path ORAM starts from the
leaf and moves toward the root, a father node are always newer
than its son nodes. An LRU replacement policy is very suit-
able in a sense. Details on the cache design will be presented
later in Section IV.

G. Tiny ORAM With Fork Path

The combination of Tiny ORAM and Fork Path is quite sim-
ilar to that of Path ORAM and Fork Path. However, Fork Path
focus on the overlapped part between read and write phases
when applied on traditional ORAM designs, while the feature
of Tiny ORAM requires us to also apply our optimization
on the consecutive read operations. With the following rules,
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(a) (b)

Fig. 10. (a) Access reduction after eviction phase. (b) Access reduction in
read phase.

we proved that our design is applicable to the state-of-the-art
ORAM designs as well. Rules are summarized as follows.

1) Rule-1: The overlapped part of consecutive path reads
are loaded only once.

2) Rule-2: The overlapped part of consecutive write path
and read path are not evicted and loaded, which is
similar with that in Path ORAM.

3) Rule-3: Dummy label replacing, MAC, and prefetched
request insertion are performed similarly.

4) Rule-4: Request scheduling should not affect the access
pattern of Tiny ORAM as shown in the Fig. 2(b).

5) Rule-5: Only read phases are scheduled following the
same rule of Path ORAM’s to maximize the overlapped
part between path accesses. Eviction phases are not
affected.

As shown in Fig. 10, without loss of generality, we suppose
that A is 2, which means the eviction phase is triggered every
after two read phase. The dotted line represents two path reads
in the read phase and the solid line denotes the eviction phase
(also known as one path read and one path write). In Fig. 10(a),
we suppose the path-7 is being written in an eviction phase.
Similar to that in Path ORAM, since we know that block A will
be written to the ORAM and then loaded by path read of path-1
or path-3, we can omit this kind of accesses without loss of
security. In Fig. 10(b), original Tiny ORAM reads block A and
block B twice. In this article, the overlapped part of any two
path reads is only read once, which can significantly reduce
the access overhead.

In summary, accesses to the overlapped part in consecutive
path read or between path write and path read are reduced.
We have reason to believe that the Fork Path optimization is
still effective in the Tiny ORAM scheme, and matching the
experimental results are given in Section V as well.

H. Security Proof

The security proof of our Fork Path ORAM relies on a fact
that Path ORAM, as the baseline of our design, is proved to be
secure. As is mentioned in previous works [18], the security
of Path ORAM relies on the independence and randomness
of the label sequence, which can hide the original memory
access pattern. Through the process of Fork Path ORAM, we
leaks no more information about the memory access pattern
than traditional Path ORAM design. In path merging, our new
modification is only based on the label sequence we access
on external memory. Under our assumptions, the keeper of

the external memory are not trusted and the access pattern
can be easily obtained by the service provider. For the external
memory, when you write a block back and then read it immedi-
ately to change it, this operation is clearly able to be removed,
and of course leaks no information. Path merging removes
operations like this in the original label sequence. In other
words, we just take advantage of the public information, which
is sooner or later revealed to the external memory, to achieve
optimized results. As for other optimization methods, includ-
ing dummy request replacing, ORAM request scheduling, and
prefetched request inserting, these are all applied in the local
secure processor that is considered to be trusted, which means
that the operations are not realized by the external memory.
In addition, the leakage of LLC intensity information we
mentioned before can also be avoided as long as we keep
the scheduling queue full. Moreover, the security of treetop
caching is proved in previous work [10]. Our MAC performs
quite similar, so the security of our caching scheme can be
proved in the same way.

Stash overflow is also an important part of security con-
siderations. In traditional Path ORAM designs, all buckets
along the path are loaded into stash and written back in one
access. When path merging is applied, the overlapped part of
the previous path remains in stash and only the nonoverlapped
part of the path is written back and replaced by the incoming
access. Hence the memory size in stash in both situations are
the same, which means that path merging does not increase
the possibility of stash overflow. Similarly, label scheduling
will not change the possibility of stash overflow either. The
scheduling process reorders the request from LLC, with some
dummy requests or prefetched requests inserted. The possibil-
ity of stash overflow keeps the same regardless of stash hit or
miss [10], since it is only related to the level of the ORAM
tree and size of the stash.

The application of Fork Path in Tiny ORAM can also be
proved to be secure. We can make similar proof from the above
perspectives.

1) The accesses to the overlapped part of write path in
eviction phase and read phase can be removed without
security loss, which is totally the same with that in Path
ORAM.

2) The overlapped part of path reads in read phases can
be accessed only once without harming security. This
is because the paths to access and how these paths are
overlapped are public sooner or later. Hence reducing the
accesses to the overlapped part leaks no information.

3) The probability of stash overflow is not affected
after deploying Fork Path optimization. As addressed
in Rule-4 in Section III-G, eviction phases are not
scheduled and still follow a reverse lexicographical
order [19], [29]. Thus, the number of blocks to be
evicted from the stash to the memory is statistically the
same with that of original Tiny ORAM.

4) Scheduling and caching mechanisms are secure, which
can be proved similarly to that of Path ORAM.

In conclusion, by applying our optimization techniques,
we can prove that in our design, no information about the
access pattern is leaked and the possibility of stash overflow
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Fig. 11. Architecture of the ORAM controller.

is kept unchanged compared to traditional Path ORAM.
Fork Path scheme is secure to be applied, both on tradi-
tional Path ORAM, and Tiny ORAM (as a representative of
state-of-the-art Path ORAM optimizations).

IV. FORK PATH ORAM ARCHITECTURE

Based on the architecture of traditional ORAM con-
troller [7], [9], we designed a detailed structure of our Fork
Path ORAM controller. As shown in Fig. 11, in addition
to the stash and position map that already exists in tradi-
tional Path ORAM designs, we added two request queues,
a set-associative cache and a prefetcher to implement our
architecture.

The real memory requests from LLC are forwarded and
buffered into the “address queue.” Each memory request is
stored as a program address (PA), with two extra bits R and P.
Bit R is added to identify whether the data in the entry is ready,
and bit P indicates whether the request is a prefetched request,
which may be flushed or replaced later. A prefetcher is added
to prefetch memory requests into the address queue accord-
ing to the rules we mentioned in Section III-E. The requests
in the address queue are sent in order to the position map
and transformed into an ORAM request sequence. The ORAM
requests are sent to another queue named “label queue” where
the requests to blocks are stored as their corresponding path
labels. An extra bit “D” is inserted to indicate if the request
is dummy, which is needed when we need to replace dummy
requests with incoming real data requests. Also, each entry
of label queue holds a “Cnt” part to memory the “age” of a
request. If the Cnt of an ORAM request reaches a threshold,
it is very likely to be a real request since dummy ones are
supposed to be replaced already. To avoid starvation on data
requests that are always at low priority, requests that arrives
certain Cnt are promoted to the head of the queue and launched

immediately, no matter the request is a dummy one or a real
data request.

Processes, including path merging and request scheduling,
are performed based on the label queue. As we mentioned,
data hazard introduced by request scheduling needs to be con-
sidered in our design. By applying proper constraints to the
address queue, data hazard can be prevented in the following
four possible scenarios.

1) Read-Before-Read: If two requests requires the same
block in memory, no extra operation is needed since
the scheduling process has no effect on the requests.

2) Read-Before-Write: If a read request is followed by a
write request to the same block, the write block cannot
be sent to label queue until the R bit of the read request
is set.

3) Write-Before-Read: If a write request is followed by a
read request to the same block, a data forwarding path
is built and the read request is returned directly.

4) Write-Before-Write: If a write request is followed by
a write request to the same block, the previous write
request is flushed.

Note that all the solutions on data hazard is applied in the
address queue holding the real data request and the scheduling
performs in the label queue. Following the methods above,
every request that is sent to the label queue can be scheduled
without concerning about data hazard problems, which is also
in line with our application of scheduling on the entire label
queue.

Data blocks in the merging-aware cache are stored
decrypted and can be prompted back to stash when a cache
hit happens. We use a normal cache to implement the address
cache. For those levels allocated with blocks more than the
number of cache ways, multiple sets will be used to hold those
blocks. Every evicted block in these levels from the stash will
be inserted to the correspondent set, which is only determined
by the logical address of the block. For a block at addr, we
use level − x to denote its level and it is the yth block at that
level from the left. Obviously x and y are determined only by
addr. If x is not within the range of [m1, m2], it is not in the
cache. Otherwise, the set number can be calculated as follows
where the first item represents the number of sets allocated for
the buckets at level-m1 to level-y. The second item represents
the number of sets allocated for the buckets at the same level
left to addr. Z is the bucket size

Set_number = (2x−m1 − 2) ∗ Z

cache_ways
+ (y%2x−m1+1) ∗ Z

cache_ways
. (1)

The external memory is always stored in DRAM in prac-
tical applications. Due to the long access latency per ORAM
request, in most of the time the latency introduced by the
ORAM controller can be overlapped in our design. In other
words, the ORAM controller can function in parallel with
the DRAM accesses. With the MAC, data forwarding and
our prefetching technique, some requests may even complete
without DRAM request returns.
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TABLE I
PROCESSOR CONFIGURATION

V. EVALUATION

A. Experimental Setup

We conducted our evaluation in the environment where
gem5 [31] is integrated with DRAMSim2, which [32] is
used to model the detailed memory accesses of the ORAM
tree. We derive the default latency and energy parameters of
DDR3 from DRAMSim2. The detailed configuration of pro-
cessor, ORAM controller, and main memory are summarized
in Table I below.

Energy consumptions of ORAM control logic and cache
are generated from logic synthesis tool of Synopsys [33] and
CACTI [34]. Similar to prior works [7], [9], two memory
channels are adopted in the design. In order to maintain a
low probability of stash overflow, a 50% memory utilization
is presumed [7]. In addition, to maximize the utilization of
DRAM bandwidth, a subtree layout [7] is adopted.

Our multiprogrammed workloads are selected from SPEC
2006 [35]. To ensure a comprehensive evaluation, we mix
the benchmarks to simulate data access patterns in different
scenarios. The benchmarks are divided into a high ORAM
overhead group (HG) and a low ORAM overhead group (LG).
Benchmarks in Mix1 and Mix2 are randomly selected from
the LG, while benchmarks in Mix3 and Mix4 are from the
HG. Benchmarks in Mix5 (Mix6) and Mix8 (Mix7) are ran-
domly selected from LG (HG) to simulate the situation of
duplicated programs. Benchmarks in Mix9 and Mix10 are ran-
domly selected from both groups. The benchmarks are listed
in Table II below.

B. Evaluation With Path ORAM

In this part, we evaluated the performance of Fork Path
ORAM compared with traditional Path ORAM designs. The
detailed experimental result on the multiprogrammed work-
loads of a four core configuration are presented below.

1) ORAM Performance Evaluation: Compared with tradi-
tional Path ORAM, the application of path-merging leads to

TABLE II
MIXED BENCHMARKS (FROM SPEC 2006)

Fig. 12. Average ORAM path length and average DRAM latency (marked
as “�” and “×”) with different label queue sizes.

the reduction of the average length of ORAM path per memory
request, and due to the further optimizations (e.g., request
scheduling), the optimization effect is further increased with
the expansion of the label queue size (because request schedul-
ing is applied on the entire label queue). Fig. 12 compares
the average length of ORAM tree path after applying path
merging and request scheduling (labeled as “merging”) with
the baseline Path ORAM (labeled as “Traditional ORAM”)
with different label queue sizes. For traditional Path ORAM,
the length of ORAM path is fixed, which equals the height
of tree in external memory. A total path from leaf to root is
always needed to be accessed. When the label queue size is
set to 1, which means that only path merging is applied, the
expectation of ORAM path length decrease can be proved to
be 1. By path merging and request scheduling, the average
length of the accessed ORAM path decreases linearly with
log(Label Queue size). The latency of DRAM per request
is reduced as well along with the reduction in the number
of memory visits. Actually, the reduction of DRAM latency
is even more significant than that of the path length, since
because the DRAM row-buffer miss rates also decreases with
the length of ORAM path.

As we mentioned in Section III-C, lower request latency
leads to extra dummy requests, especially when the memory
intensity is low. We shown in Fig. 13 the total number of
ORAM requests in different label queue sizes, compared
with traditional ORAM implementation. Dummy requests are
launched to fill the gaps in data request sequence and are used
to fill the idle entries during request scheduling. Thus, we can
observe that the number of ORAM requests increases with
the Label Queue size, significantly with benchmarks in low
memory intensity (e.g., over 25% for Mix2). On average, the
total number of ORAM requests is increased by only 5% even
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Fig. 13. Normalized total number of ORAM requests.

Fig. 14. Normalized total number of ORAM requests after prefetching is
applied.

for a Label Queue size of 128. This is quite acceptable in our
design, and the increased ratio is proved that can be further
reduced by subsequent optimization.

Fig. 14 illustrates the number of ORAM requests after
prefetching is applied. Request prefetching can benefit our
design especially when the label queue size is large. When the
label queue size is 128, the number of requests can decrease as
much as 14% compared to that without prefetching (e.g., Mix2
in Fig. 13). The prefetch operation combined with dummy
request replacing can reduce the ratio of dummy requests sig-
nificantly. On average, the normalized request number drops
from 105% to 102% when the label queue size is 128 after
prefetching is applied.

In order to provide a comprehensive and straightforward
standard of ORAM performance, we introduce a metric called
average data request ORAM latency (shorten as ORAM
latency) in our evaluation, which represents the completion
time of an LLC request since it enters the ORAM controller.
ORAM latency can reflect both the reduction in memory traffic
and queuing latency, and is supposed to be a feasible standard
of ORAM overhead.

In Fig. 15, the ORAM latencies with the application of path
merging and request scheduling are presented with increasing
label queue sizes on different workloads. It is worth mention-
ing that as the queue size increases, ORAM latency decreases
at first while increased when the queue size is increased from
from 64 to 128 on some workloads (which can be offset
with request prefetching). In these cases, the benefits of path
length reduction has been offset by the extra dummy requests

Fig. 15. ORAM latency with different label queue sizes.

Fig. 16. ORAM latency with different label queue sizes after prefetching is
applied.

induced. Thus the size of label queue should be carefully
designed based on actual storage situation.

The ORAM latencies of ORAM with prefetching is listed in
Fig. 16. Compared to Fig. 15, we can find that the prefetching
can further enhance the benefit of large queue sizes. Note that
the ORAM latency is counted only when the request enters the
address queue which activates queued prefetching requests. On
average, compared to label queue of 64, when the label queue
size is 128, the ORAM latency can decrease by 10%. If we
compare Figs. 15 and 16, we can find that the ORAM latency
can decrease by as much as 18% on average, when the label
queue size is 128. The result is significant not only because of
the reduction of dummy requests but also because prefetching
itself can shorten the request processing. Thus, it indicates that
we can use 128 as default value in the rest of this article.

The efficiency of MAC is evaluated in Fig. 17. Apparently,
ORAM latency is reduced after using on-chip caching.
Compared to treetop caching, merging-aware caching (labeled
as MAC) can further reduce ORAM path length and conse-
quently, achieving a further reduction in ORAM latency. We
vary MAC sizes from 128 K bytes to 1 M bytes and compare
them to the case using 1 M bytes treetop caching. On aver-
age, using MAC can achieve a reduction in ORAM latency
comparable to treetop caching with only about 1/4 of cache
size.

2) Full System Evaluation: With all optimization tech-
niques used, we make a full system evaluation of our design.
The label queue size is set to be 128, as mentioned in
Section V-B1. The cache size of MAC is set to 128, KB
256 KB, and 1 MB while the cache size of treetop caching is
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Fig. 17. ORAM latency with different caching designs.

Fig. 18. Slowdown of full system execution time.

Fig. 19. Energy consumption of ORAM memory system.

fixed at 1 MB. Fig. 18 presents the results of the slowdown of
program execution time and also provide that in insecure pro-
cessor as a reference. As a result, with a 1-MB MAC cache,
system execution time reduces by 65% and 43%, compared to
the traditional ORAM and that using a 1-MB treetop caching.

Moreover, Fork Path ORAM can also help reducing energy
consumption of memory accesses, including both external
memory and ORAM controller. As is shown in Fig. 19, the
energy consumption is reduced by about 44% compared to
the traditional ORAM when both path merging/scheduling and
1-MByte MAC are adopted. Even compared to the case using
1-MByte treetop caching, we can still achieve 17.4% energy
reduction.

C. Evaluation With Tiny ORAM

As addressed in Section III-G, our Fork Path optimizations
can also be applied to Tiny ORAM [19] or other MRSE
ORAMs such as Ring ORAM [29]. Due to the page limit,

Fig. 20. Speedup with different Z, A settings of Tiny ORAM.

we only illustrate the results of performance speedup with our
optimizations, which we think is the most important result to
demonstrate efficiency. The other results are similar to those
of Path ORAM. For simplicity, we set the label queue size as
128 and MAC size as 1 MB as in the previous section.

Fig. 20 shows the speedup of optimized Tiny ORAM with
different bucket sizes (Z) and eviction rates (A) compared to
the original Tiny ORAM. We choose these settings since they
are proposed as the most promising settings and comprehen-
sively evaluated/discussed in [19]. We can find that with larger
bucket size or a larger eviction rate, the speedup is higher. This
is mainly because: 1) larger bucket size can reduce the path
length, leading to a higher ratio of (pathmerged/pathtotal). Thus,
the ORAM latency can be better reduced and 2) larger eviction
rate results in a higher percentage of overlapped path during
read phase. On average, Fork path scheme can accelerate the
Tiny ORAM up to 2.7× when (Z, A) = (7, 8).

VI. RELATED WORK

ORAM algorithms are first proposed by Goldreich and
Ostrovsky [4], [5] around 30 years ago. Since its proposal,
efforts on finding a practical ORAM scheme have been made
due to the large overhead introduced by ORAM [6], [8],
[16]–[18]. Recently, Path ORAM has attracted attentions from
researchers because of its simplicity in algorithms and effi-
ciency in reducing memory access overhead. As we stated
below, several follow-up techniques have been proposed these
years based on Path ORAM.

Ren et al. [7] proposed several optimization techniques
for basic Path ORAM, including background eviction, static
super block, and subtree layout. Maas et al. demonstrated
Phantom [10]—the first hardware implementation of Path
ORAM, in which treetop caching and min-heap eviction are
proposed to reduce the latency of path accesses and stash
operations. Fletcher et al. [30] proposed a dynamic scheme
to protect the timing channel of ORAM accesses. Freecursive
ORAM [9] is presented by the same group later where PosMap
Lookaside Buffer (PLB) and PosMap compression are intro-
duced to mitigate the overhead of PosMap accesses. Yu et al.
proposed PrORAM [11] in which dynamic prefetching is intro-
duced. Compared to static prefetching, dynamic prefetching is
more flexible to join or disjoin adjacent blocks according to
the program’s locality.
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Except in ORAM protocol and ORAM controller, new
security assumptions or new technologies are applied to fur-
ther optimize ORAM. Wang et al. [20] proposed CP-ORAM
which schedules secure requests and insecure requests to
improve the server performance. Shafiee et al. [22] further
mitigated the overhead of Path ORAM with architectural
optimizations of DRAM, including bucket splitting and paral-
lelized DRAM accesses which are based on a secure buffer.
Aga and Narayanasamy [21] introduced a 3-D-stacked new
structure of memories to further improve ORAM performance,
which enables DRAM capable of secure computation. These
optimizations are orthogonal and can be directly applied to
Fork Path ORAM.

VII. CONCLUSION

Due to the security requirements of cloud computing,
ORAM has been applied extensively in secure processors.
However, the overhead of memory operations is hard to ignore
and has become the bottleneck of its application. According to
our observation, a large amount of redundant memory accesses
still exist even in the most practical known-to-date ORAM
scheme, which can be removed without harming the secu-
rity ORAM provides. We propose path merging and request
scheduling to remove the redundant operations. Based on these
two optimization methods, we further propose dummy label
replacing, request prefetching, and MAC to improve efficiency.
Experiments with Path ORAM and Tiny ORAM show that
Fork Path ORAM brings a significant performance enhance-
ment and can be flexibly applied in various Path ORAM
designs.
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