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Abstract. The work is devoted to the solving of an important economic 

problem of the forecasting of cereal crop harvest. A stochastic character 

of the change of crop yield figures because of the influence of random 

weather-related factors is an essential peculiarity of this problem. 

Therefore, to forecast the cereal crop harvest, the methods of random 

sequence analysis are proposed to use. The developed extrapolation 

method doesn’t impose any restrictions on a forecasted random se-

quence of the change of crop yield figures (linearity, stationarity, Mar-

kov behavior, monotony, etc.). Taking into full account stochastic pecu-

liarities of the conditions of cereal crop production and crop yield fig-

ures allows to achieve maximum accuracy of a forecasting problem 

solving. The block diagram of an algorithm introduced in the work rep-

resents the peculiarities of the calculation of the predictive model pa-

rameters. The expression for calculation of an extrapolation error al-

lows to determine necessary volume of a priori and a posteriori infor-

mation for achieving required quality of a forecasting problem solving. 

The results of a numerical experiment confirmed high efficiency of the 

suggested method of forecasting of the cereal crop harvest. 

Keywords: calculation method, random sequence, canonical decomposition, 

prognostication of the crop.  
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1 Introduction 

Volume of grain production essentially influences standards of living, contributes to 

food security of a country. Crop capacity deserves special attention among many fig-

ures characterizing the level of cereal crops production. Solving of the problems of 

formation of food reserve funds, availability of necessary facilities for storing of ob-

tained harvest, forming of adequate and efficient foreign trade policy greatly depend 

on the accuracy of its forecasting. The actuality of crop yield forecasting gets special 

importance when developing management decisions under conditions of uncertainty 

including the conditions of economic instability. In the light of the issues of food 

security, the problem of crop yield forecasting is actual not only for Ukraine as one of 

the biggest grain producers but also for international community [1,2]. 

Crop productivity is a complex figure from the point of view of the forecasting be-

cause harvest formation is connected with the influence of both production factors 

and weather conditions and also greatly depends on the peculiarities of biological 

systems [2]. 

At present different approaches to the crop yield forecasting are developed and ap-

plied in practice on the basis of: 

1) analysis of trend and cyclicality in the crop yield dynamics [3,4]; 

2) identification of the analogous year [5]; 

3) forming of regression dependencies between different statistical data and data 

obtained on the basis of remote and meteorological observations [4]; 

4) modeling [4,6]; 

5) analysis of synoptic processes [7]. 

Approaches of the first, second and fifth groups distinguish with great lead time as 

well as with insufficient accuracy. The approaches of the third and the fourth groups 

are most widely used. In most cases meteorological data are used as input information 

for building regression or for the modeling of the processes of plant growth. In these 

cases the forecasting is based mostly on the use of indirect factors, not on the analysis 

of the actual state of soil and peculiarities of the use of fertilizers for plant nutrition 

and soil fertility improvement.  

Dynamic models [4] used today don’t take into account the whole background of 

the change of crop yield figures and conditions of cereal crop production which sig-

nificantly restricts the accuracy of such models. 

A main peculiarity of crop capacity is a stochastic character of the change of this 

figure. Thereupon, to forecast the cereal crop harvest for the purpose of maximum use 

of the production background and to take into a full account the influence of different 

random factors (amount of precipitation, air and soil temperature, number of sunny 

days, humidity, etc.), it is necessary to use the methods and algorithms of the theory 

of random functions and random sequences. 

The aim of this work is the development of the efficient and robust method for 

forecasting of the cereal crop harvest. The main requirement to the forecasting meth-

od is the absence of any essential limitations on the stochastic properties of the acci-

dental process of change of the cereal crop harvest.  



2 Related Works and Problem Statement 

Methods of artificial intelligence that are used for the forecasting of random sequenc-

es have restricted accuracy characteristics and are applied as a rule in case of small 

volume of statistic data [8,9]. When analysing the cereal crop harvest, quite large 

volume of information can be accumulated at expense of increasing of data detailing 

(figure concretization at the regional level and agricultural enterprises; monthly ac-

counting for temperature, moisture, quantity of fertilizers; use of soil characteristics, 

etc.). Therefore, to formulate mathematical models, it is expedient to apply deductive 

methods of forecasting on the basis of maximum volume of a priori information. 

Kolmogorov-Garbor polynomial [10] is the most general extrapolation form to solve 

the problem of non-linear extrapolation, but determination of its parameters for a 

large number of known values and used order of non-linear relations is a very difficult 

and laborious procedure (thus, for 11 known values and 4th order nonlinearity, it is 

necessary to obtain and solve 1819 equations of partial derivatives of mean-square 

error of extrapolation). Thereupon, when forming realizable in practice algorithms of 

the forecasting, different simplifications and restrictions on the properties of a random 

sequence are used. For example, a number of suboptimal methods [11] of non-linear 

extrapolation with a bounded order of a stochastic relation on the basis of approxima-

tion of a posteriori density of probabilities of an estimated vector by orthogonal 

Hermite polynomial expansion or in the form of Edgeworth series is offered by V.S. 

Pugachev. The solution of non-stationary A. N. Kolmogorov equation (a particular 

case of  R. L. Stratanovich differential equation [12] for description of Markovian 

processes) is obtained provided that a drift coefficient is a linear function of the state, 

and a diffusion coefficient equals to a constant. An exhaustive solution of the problem 

of optimal linear extrapolation for different classes of random sequences and different 

level of informational support of a forecasting problem exists (A.N. Kolmogorov 

equation for stationary random sequences measured without errors; Kalman method 

[13] for Markov noisy random sequences; Wiener-Hopf filter-extrapolator [14] for 

noisy stationary sequences; algorithms of optimal linear extrapolation of V.D. 

Kudritsky [15] on the basis of linear canonical expansion of V.S. Pugachev, etc.). 

However, maximum accuracy of the forecasting with the help of the methods of linear 

extrapolation can be achieved only for Gaussian random sequences. Forecasting 

method [16,17] on the basis of non-linear canonical expansion is the most universal 

with regard to limitations (linearity, Markov property, stationarity, monotony, 

scalarity, etc.) imposed on the properties of the sequences of random values. Applica-

tion of this method will allow to take full account of peculiarities of the change of 

cereal crop harvest and, consequently, to achieve maximum quality of forecasting. 

3 Theoretical Conception of the Proposed Forecasting Method 

Vector random sequence     , hX i X i 1, ,  1, i I h H  is to be considered. Com-

ponents are random sequences describing the change of the crop yield figures of cer-



tain cereal crops (wheat, rye, barley, etc.), the change of natural conditions (tempera-

ture, precipitation amount, number of sunny days, etc.) and also intensity of the use of 

mineral and organic fertilizers at discrete points of time  t i  (as a rule with discrete 

step which is equal to one year for mesoeconomic and macroeconomic forecasting).  

Non-linear canonical expansion of a vector random sequence can be written as 

[18,19]: 
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Discretized moment functions   ,  lM X        ,  
s

l hM X X i    , 1, ;i I  

 , 1, ;l h H  , 1,s N  are source information for the model of a random sequence.  

Random coefficients  , ,  1, ,  1, ,  1,  lD l H N I     and non-random coordi-

nate functions,   ( , ) , ,  l,h 1, ,  , 1, ,  , 1,  h s

l i H s N i I     are determined with the 

help of following expressions (algorithm of parameter calculation is presented in 

Fig.1): 
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Random sequence   ,  1, ,  1, hX i h H i I  is represented with the help of H N  

arrays  ( ) ,  1, ,  1, lW l H N   of uncorrelated centered random coefficients 

( ) ,  1,lW I

  . Each of these coefficients contains information about the correspond-

ing value  lX   (crop yield figures of cereal crops, precipitation amount, intensity of 

the use of mineral and organic fertilizers, etc.) and coordinate functions  ( , ) ,h s

l i   

describe probabilistic relations of  s  order between components  lX   and 

 hX i  (the impact of various factors on the crop). 

Expression (1) is also true if some stochastic relations of a random sequence 

     hX i X i are absent. In this case the corresponding coordinate functions take 

value 0 and these relations are automatically excluded from a canonical expansion.  

Vector algorithm of extrapolation for arbitrary number of components 

  ,  1, ;  1, hX i h H i I  and N  order of stochastic relations on the basis of a canoni-

cal expansion (1) is of the form [20]: 
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Fig. 1. Block-diagram of the algorithm for calculation of model (1) parameters 



where 

       ( , )
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- is optimal in mean-square sense estimation of future values of an investigated ran-

dom sequence provided that a posteriori information   1nx , ,H ,    1n ,N ,  

1, 1;      1 1 nx , , j, n ,l    is used for forecasting. 

Expression for mean-square error of extrapolation with the help of algorithm (5) by 

known values  ,  =1, ; =1, ;  =1,n

jx k j H n N   can be written as 
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Mean-square error of extrapolation   ( , )k N

hE i  equals to the dispersion of a posteri-

ori random sequence 
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Calculation method of the forecasting of future values of crop yield figures on the 

basis of a predictive model (5) involves the realization of the following stages: 

Stage 1. Gathering of statistical data on the results of cereal crop harvest and pro-

duction conditions; 

Stage 2. Estimation of moment functions      
s

l hM X X i   on the basis of accu-

mulated realizations of a random sequence describing the process of the change of 

cereal crop harvest; 

Stage 3. Calculation of the parameters of extrapolation algorithm (5) with the help 

of expressions (2)-(4); 

Stage 4. Estimation of the quality of solving of the forecasting problem for an in-

vestigated sequence using expression (6). 

4 Discussion of the Numerical Experiment Results  

Forecasting method is approbated on the basis of crop yield data [1,21] of twenty-four 

regions of Ukraine during the period 2007-2018 (graphs of the change of mathemati-

cal expectation and mean-square deviation are presented in Fig. 2). During the pro-

cess of a numerical experiment a vector random sequence   ,  1,5;  1,12 hX i h i  

(  1 ,  1,12X i i - wheat productivity, centner/ha;  2 ,  1,12X i i  - barley productivi-

ty, centner/ha;  3 ,  1,12X i i  - humus content, %;  4 ,  1,12X i i  - amount of pre-

cipitation, mm;  5 ,  1,12X i i  - use of mineral fertilizers, kg/ha) was studied. 



Fig. 2. Characteristics of wheat and barley productivity in Ukraine (2007-2018) 

 

Preliminary investigations on the basis of statistic information showed that stochas-

tic relations of 4 order are the most sustainable and significant. Thus, 165 values 

  , 1,5,  1,11,  =1,3 hx i h i   and 5220 not equal to zero weight coefficients 

 ( , ) , ,  , 1,12,  , 1,5,  , 1,3  h s

l i i l h s     were used to forecast the crop yield fig-

ures for the last year (2018) in a forecasting algorithm (5). At the initial stage of a 

numerical experiment moment functions      
s

l hM X X i  , , =1,12,i  , 1,5,l h   

, 1,3s   were determined, and parameters  ( , ) , ,h s

l i   , 1,12,i   , 1,5,l h   

, 1,3s   of a predictive model (5) were calculated on that base (experimental inves-

tigations were made using software product Fig. 3 that was created in Delphi pro-

gramming system).  

For example, values of autocorrelated functions     ,
 
  

o o

h hM X X i  

1,12,  1,12,  1,2  i h  for components  1X i  and  2 ,  1,12X i i  are presented 

in Table 1, Table 2.  

For the period 2007-2017 values of autocorrelative functions are calculated by pro-

cessing of statistic data (crop yield figures in 2007-2017). For 2018 values 



Table 1. Autocorrelative function of the component  1 ,  1,12X i i  

 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 

2007 1,00 0,26 0,57 -0,19 0,21 0,78 0,58 0,67 0,56 0,47 0,44 0,52 

2008 0,26 1,00 0,57 0,27 0,22 0,22 0,66 0,44 0,16 0,39 -0,08 0,05 

2009 0,57 0,57 1,00 0,43 0,47 0,74 0,81 0,78 0,75 0,76 0,30 0,64 

2010 -0,19 0,27 0,43 1,00 0,56 0,07 0,28 0,15 0,23 0,34 -0,02 0,17 

2011 0,21 0,22 0,47 0,56 1,00 0,34 0,34 0,50 0,60 0,60 0,56 0,51 

2012 0,78 0,22 0,74 0,07 0,34 1,00 0,66 0,86 0,83 0,82 0,60 0,85 

2013 0,58 0,66 0,81 0,28 0,34 0,66 1,00 0,79 0,62 0,69 0,27 0,58 

2014 0,67 0,44 0,78 0,15 0,50 0,86 0,79 1,00 0,82 0,84 0,68 0,80 

2015 0,56 0,16 0,75 0,23 0,60 0,83 0,62 0,82 1,00 0,86 0,68 0,90 

2016 0,47 0,39 0,76 0,34 0,60 0,82 0,69 0,84 0,86 1,00 0,61 0,86 

2017 0,44 -0,08 0,30 -0,02 0,56 0,60 0,27 0,68 0,68 0,61 1,00 0,76 

2018 0,52 0,05 0,64 0,17 0,51 0,85 0,58 0,80 0,90 0,86 0,76 1,00 

 

   12 , 1,11, 1,2
 

  

o o

h hM X X   h=   are determined on the basis of determinate 

models:  
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Parameters of equations (8)-(9) meet the minimum of the average error of forecast-

ing (the relative error doesn’t exceed 1%) of  the values of correlation functions and 

are obtained based on the processing of data for 5 years 2009-2017 using instrument 

“Search for solution” of Microsoft Excel table processor. 



 
 

Fig. 3. Program interface for forecasting crop yield figures across regions of Ukraine   



Table 2. Autocorrelative function of the component  2 ,  =1,12X i i   

 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 

2007 1,00 0,11 0,59 0,52 0,15 0,84 0,68 0,72 0,76 0,61 0,67 0,74 

2008 0,11 1,00 0,53 0,31 0,45 0,31 0,37 0,41 0,33 0,38 -0,08 0,22 

2009 0,59 0,53 1,00 0,82 0,56 0,66 0,80 0,72 0,82 0,76 0,36 0,72 

2010 0,52 0,31 0,82 1,00 0,49 0,64 0,79 0,67 0,78 0,73 0,40 0,64 

2011 0,15 0,45 0,56 0,49 1,00 0,40 0,52 0,35 0,44 0,42 0,22 0,36 

2012 0,84 0,31 0,66 0,64 0,40 1,00 0,83 0,91 0,87 0,80 0,69 0,77 

2013 0,68 0,37 0,80 0,79 0,52 0,83 1,00 0,84 0,83 0,83 0,65 0,79 

2014 0,72 0,41 0,72 0,67 0,35 0,91 0,84 1,00 0,91 0,92 0,69 0,80 

2015 0,76 0,33 0,82 0,78 0,44 0,87 0,83 0,91 1,00 0,93 0,73 0,92 

2016 0,61 0,38 0,76 0,73 0,42 0,80 0,83 0,92 0,93 1,00 0,69 0,88 

2017 0,67 -0,08 0,36 0,40 0,22 0,69 0,65 0,69 0,73 0,69 1,00 0,82 

2018 0,74 0,22 0,72 0,64 0,36 0,77 0,79 0,80 0,92 0,88 0,82 1,00 

 

In Table 3, Table 4 coordinate functions  ( ,1)

1 , ,  , =1,12,  =1,2,h

h i i h    correspond-

ing to autocorrelated functions     ,   1,12,  1,2
 

   

o o

h hM X X i i h  and determining 

the degree of influence of past values of wheat and barley productivity on future val-

ues of these figures are presented. 

Consolidated results of quality of solving of the forecasting problem of cereal crop 

harvest across all regions of Ukraine are presented in Table 5. 

Thus, results of the experiment show (Table 5) that application of non-linear rela-

tions in a predictive model allows significantly increase the quality of the forecasting 

of cereal crop harvest. The accuracy of determination of estimations of future values 

of crop yield parameters is 3-5 times higher as compared with a linear model. 

If necessary a predictive model used for practical purposes can be easily modified 

by changing the settings of a software product (Fig. 3) and entering additional statistic 

data into Microsoft Excel file. For example, to increase the quality of solving of a 

forecasting problem, number I  of discretization points 
it , N  order of non-linear 

relations of an investigated random sequence, number H  of components to take 

fuller account of the conditions of cereal crop production can be increased. 

 



Table 3.  Coordinate function  (1,1)

11 , , 1,12i   i    . 

 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 

2007 1,00 -0,26 0,43 0,35 -0,30 0,69 0,52 0,65 1,05 0,83 1,26 1,47 

2008 0 1,00 0,90 0,37 0,94 -0,13 0,28 0,30 0,63 0,57 -0,89 0,67 

2009 0 0 1,00 0,45 2,91 0,39 0,94 0,03 0,45 0,88 -0,02 0,80 

2010 0 0 0 1,00 -1,77 0,12 0,06 0,03 -1,22 -0,71 -1,72 -3,58 

2011 0 0 0 0 1,00 0,18 0,06 0,02 0,26 0,35 0,26 0,23 

2012 0 0 0 0 0 1,00 0,22 0,80 1,01 0,22 4,60 2,40 

2013 0 0 0 0 0 0 1,00 0,59 1,02 1,32 1,63 1,92 

2014 0 0 0 0 0 0 0 1,00 2,29 0,79 3,45 3,53 

2015 0 0 0 0 0 0 0 0 1,00 0,85 0,84 0,72 

2016 0 0 0 0 0 0 0 0 0 1,00 0,30 0,03 

2017 0 0 0 0 0 0 0 0 0 0 1,00 -1,02 

2018 0 0 0 0 0 0 0 0 0 0 0 1,00 

Table 4.  Coordinate function  (2,1)

21 , , 1,12i   i    . 

 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 

2007 1,00 0,28 0,30 0,61 0,24 -0,03 -0,04 0,34 0,68 0,23 -0,11 0,10 

2008 0 1,00 -0,25 -0,21 0,17 0,40 0,12 -0,85 -0,21 -0,93 -0,42 -0,63 

2009 0 0 1,00 0,27 0,62 -0,21 0,63 0,62 0,49 0,69 1,17 0,28 

2010 0 0 0 1,00 1,73 0,64 1,45 1,59 1,52 1,99 1,76 1,91 

2011 0 0 0 0 1,00 1,82 1,02 1,12 0,21 -0,46 0,35 1,38 

2012 0 0 0 0 0 1,00 1,84 1,07 -0,39 0,85 1,82 1,25 

2013 0 0 0 0 0 0 1,00 -0,07 -0,38 -0,10 0,77 0,54 

2014 0 0 0 0 0 0 0 1,00 0,47 0,61 0,00 0,29 

2015 0 0 0 0 0 0 0 0 1,00 0,47 -0,22 0,30 

2016 0 0 0 0 0 0 0 0 0 1,00 0,02 0,31 

2017 0 0 0 0 0 0 0 0 0 0 1,00 -1,70 

2018 0 0 0 0 0 0 0 0 0 0 0 1,00 

 



Table 5.  Relative errors of prognostication of cereal crop harvest.  

Order of stochastic relations,  2 3 4 

Relative error for wheat 6,9 % 3,2 % 1,5 % 

Relative error for barley 7,1 % 3,3 % 1,6 % 

5 Conclusion  

Method of solving of an important economic problem of forecasting of cereal crop 

harvest is offered. A forecasting method, as well as an underlying canonical model, 

doesn’t impose any limitations on the properties of a random sequence of change of 

crop yield figures (linearity, stationarity, linearity, Markov property, monotony, etc.). 

Taking into full account stochastic peculiarities of crop yield figures and conditions of 

cereal crop production allows to achieve maximum quality of solving of a forecasting 

problem. Results of a numerical experiment confirmed the high-accuracy characteris-

tics of a predictive model for solving the problem of forecasting of crop yield figures 

for the regions of Ukraine. The model can also be used to improve the efficiency of 

the functioning of agricultural business enterprises. However, for microeconomic 

forecasting, it is necessary to modify a mathematical model taking into account the 

peculiarities of the economic activities of an agricultural enterprise (the composition 

and characteristics of the soil, weather conditions in the periods of climbing of cereals 

and ear crops, features of growing grain crops, taking into account the geographical 

location of an enterprise, etc. should be used as the parameters of a forecast model).  

Application of an offered method of crop yield forecasting will allow to increase 

efficiency of the realization of Ukraine’s Food Program and also to adjust the strategy 

of the use of cereal crops for production of alternative fuels [22,23]. For further stud-

ies, it is expedient to consider the possibility to use intellectual technologies [19,24] 

(a) for solving of the problems of crop yield forecasting and (b) for comparative anal-

ysis of the results of forecasting obtained on the basis of the approach offered in this 

work. 
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