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ABSTRACT
The aim of this study is to detect flooding events by analyzing
both texts published by African online news outlets as well as the
accompanying article images. The data is provided by MediaEval
2019 within the Multimedia Satellite Task. Our contributions are
related to the image- and text-based subtasks. In order to solve the
required classification subtasks, we build models capable to extract
features from images and texts separately, and then combine them to
obtain a complex classifier, providing a better evidence of flooding.
Specifically, we adopt the MobileNet architecture which is based
on convolutional layers for image processing and also employ a
robust text processing method based on long short-term memory
cells. The results of our final models on the official test sets are
promising, 85.26% average F1-score on the first subtask and 66.19%
average F1-score on the second subtask.

1 INTRODUCTION
The flood phenomenon is a problem that humanity is still facing,
especially in some disadvantaged territories from Africa. An auto-
mated method of estimating the severity of the flood phenomenon
could significantly improve prevention policies and rescue mea-
sures taken in addressing its consequences.

The Multimedia Satellite Task is organized as part of the Media-
Eval benchmarking initiative1 and comprises of various subtasks
in the flooding event analysis domain. After the success of the two
previous editions [2, 3], the 2019 edition of Multimedia Satellite
Task [1] includes three new challenging subtasks as follows: (i)
Image-based News Topic Disambiguation (INTD), (ii) Multimodal
Flood Level Estimation from News Articles (MFLE), and (iii) Binary
Classification of city-centered satellite sequences. In our work, we
only investigate the first two subtasks. While the INTD subtask
refers to the detection of flooding events with the help of on-ground
images using visual attributes, the MFLE subtask involves the de-
tection of people standing in water below the knee using features
extracted from both images and texts.

In recent years, the field of flooding event analysis has attracted
a lot of interest by researchers. For example, Rizk et al. [22] reported
an accuracy of 91.10% for a Support Vector Machine classifier [5]
taking as input a concatenated vector of handcrafted semantic fea-
tures, such as color histogram, gradient direction histogram, hue
saturation intensity, in a classification task of disaster-related Twit-
ter images. A better performance of 92.62% is achieved in classifying
1http://www.multimediaeval.org/
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damage-related social media posts by Mouzannar et al. [18] using a
multimodal approach based only on convolutional neural networks
for both images and texts. Lopez-Fuentes et al. [17] proposed a mul-
timodal solution for the flood detection from social media posts on
Flickr. The architecture of this solution consists of combining a con-
volution neural network, InceptionV3 [24], with a BiLSTM network
[10] for the extraction of visual and textual features respectively.

2 PROPOSED APPROACH
We define a neural architecture for image processing for both sub-
tasks. For the MFLE subtask, we also define a neural model for
text processing and a multimodal one which combines all obtained
features. The details of our neural network architectures are further
explained in this section.

Visual Feature Extraction. We use a deep convolutional neu-
ral network, namely MobileNet [14], with weights pre-trained on
the ImageNet dataset [7] in order to extract visual features. The Mo-
bileNet model is relatively small compared with the state-of-the-art
models [12], but this is rather important since the competition data
set has a small size for a deep learning approach. The MobileNet
network has been proven to be effective in several tasks such as
vehicle recognition from short-range aerial images [13], traffic den-
sity estimation [4], skin cancer classification [6], and underwater
pipeline damage identification [23]. During the learning process,
we freeze all the MobileNet layers until the next to last convolu-
tional layer because the pre-trained network can extract high-level
features, for instance edges, and add two fully connected layers
capable of detecting task-specific features.

Textual Feature Extraction. First, we obtain a vector repre-
sentation of the words in texts using the GloVe model [20]. The
GloVe embeddings are built based on an occurrence matrix which
stores the number of times a word is found within the context of
a given word. The context is limited to a window size within the
input sequence. The word embeddings are generated based on the
probability of co-occurrence of two words in the same context.

Next, we define an architecture with an initial GloVe embed-
ding layer, followed by a BiLSTM layer [9, 10], which is capable
to recognize complex features. The BiLSTM layer consists in two
LSTM layers concatenated together which are processed forward
and backward over the input sequence of word embeddings in order
to capture past and future information likewise. We focus on the
BiLSTM architecture since it has achieved good results in different
tasks including dialect identification [19], answer selection [25],
essay scoring [16], rhyme detection [11], and spelling correction
[27]. After the BiLSTM layer, we use a max polling layer with the
role of keeping most important features for each dimension. Finally,



MediaEval’19, 27-29 October 2019, Sophia Antipolis, France D. Bînă et al.

Figure 1: An overview of our multimodal architecture.

we use a fully connected layer to combine previous characteristics
using a softmax activation function.

Fusion of Textual and Visual Features. In order to deal with
the multimodal fusion, we use the two unimodal neural networks
previously specified in the same architecture, without the prediction
layers. As shown in Figure 1, the concatenated outputs of the two
neural networks are fed into two fully connected layers to get a
deeper representation of the text-level and image-level features at
the same time. The visual feature vector extracted by the network
is double the size of the textual one so that the visual input would
have a greater contribution to the final categorical class inference.
Our choice is based on the better performance obtained using only
visual information in comparison to the result obtained considering
solely text information.

3 EXPERIMENTS AND RESULTS
Next, we describe the experiments that we performed using the
defined models in order to solve the two subtasks.

Data Augmentation. We have randomly split the provided
dataset in train data, 80%, and validation data, 20%. Because the
dataset is unbalanced and rather small for a deep learning approach,
only 564/5181 entries for the INTD subtask, and 157/4932 entries
for the MFLE subtask, we augment the positive items in order to
improve our model performance. For each image and text, we added
four more items that we generated as follows. In case of the image
augmentation, we randomly applied a number of geometric trans-
formations: (i) rotation with 20 degrees, (ii) horizontal reflection
and changing, (iii) translation with maximum 10%, and (iv) the
range of brightness between 0.9 and 1.2. For text augmentation, we
use the Google Translate service in order to translate each text from
English to two other intermediary languages, i.e., French, Spanish,
Portuguese, German and then back to English, which results in
different worded texts but with the same semantics. Because the
title of a publication might contain relevant information on the
subject of the writing, we choose to concatenate it to the content
of the corresponding news article.

Text Pre-processing. Before introducing data in the learning
process, the news articles must be pre-processed considering the

fact that their content might contain insignificant information. We
clean the text removing unused symbols, and special strings such
as e-mails, links or abbreviations. Lastly, we lowercase the text,
remove stop words, apply lemmatization and tokenize the words.

Experimental Settings. Regarding hyperparameters, we use a
grid search in order to get the best configuration. In case of pre-
trained models, we keep the recommended values. For the BiLSTM
model, we use 300-dimensional word vectors pre-trained on the
Common Crawl corpus2 and the LSTM size of 300. We use Dropout
layers with 20% deactivated neurons to prevent overfitting. As opti-
mization method, we use Stochastic Gradient Descent (SGD) with
a learning rate of 1e-5 for the only image processing, training for
30 epochs. In both approaches, i.e., text unimodal and multimodal,
we use Adaptive Moment Estimation (Adam) [15] with the same
learning rate, but training for 10 epochs. The batch size used in all
cases is 64.

Results. It is important to note that we submitted all our neural
networks trained on the whole provided dataset in order to increase
their performance. Table 1 presents the results we obtained on the
test dataset. The best score for the MFLE subtask is obtained by the
MobileNet model. We consider that the lower performance on the
MFLE subtask, compared to the INTD subtask, is attributed to the
more complex features that are required to detect people standing
in water below the knee. We expected the combined image and text
network to perform the best. Unfortunately, the learned semantic
features offer little to no improvement over the only image model.

Table 1: Results of our models on the official test data for
both Subtasks

Subtask Run Averaged F1-Score
INTD Image 85.26%
MFLE Image 66.19%
MFLE Text 52.43%
MFLE Image and Text 62.38%

4 CONCLUSIONS
This paper presents our solution for two subtasks of the Multime-
dia Satellite Task: detecting if an image describes a flooding event
and if a news article, image and text, depicts a person standing in
water below the knee. To solve these subtasks, we propose solu-
tions based on neural networks, namely the BiLSTM model with
pre-trained word embeddings GloVe for extracting textual features
and the MobileNet network for extracting visual features, respec-
tively. Although the obtained results are competitive, we plan to
improve them. For this purpose, we will focus on extending the
BiLSTM architecture with an attention mechanism [26] and also
contextualized word representations such as Bert [8] or Elmo [21],
rather than the Glove embeddings used in our work.
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