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ABSTRACT
This paper proposes the Scene Change Task benchmark. Task par-
ticipants would create fun faux photos that take the place of real
photos, but are still understandably not real. The main motivation
is the investigation of an alternative for recent methods, which are
aimed at realism and are problematic because they can be deceptive.
Task participants would be provided with images of people and
asked to develop an approach that changes the background scene to
Paris. Two annotated subsets of existing datasets serve as starting
resources for task participants. The submissions would be evaluated
by two user studies, one time-restricted and one unrestricted. Study
participants look at a mixture of Scence Change photos and real
photos and answer the question, “Who was really there?” Success-
ful Scene Change approaches demonstrate a high user-study error
rate on the time-restricted experiment and a low error rate on the
unrestricted experiment.

1 INTRODUCTION
The goal of the Scene Change Task benchmark is to explore Scene
Change photos, which we define to be fun faux photos that fool
you at first, but can be identified to be composites upon closer
inspection. Current research on image composites has a clear focus
on realism [18, 19, 23, 25]. In contrast, here, we investigate compos-
ite images that are acceptable, but not realistic enough to deceive.
Scene Change photos leverage the flexibility of human interpreta-
tion, e.g., it is known that in artistic work, implausible lighting and
colors do not interfere with the viewer’s understanding of the scene
and often go unnoticed at first glance [2]. Scene Change photos
can be considered “shallow fakes” to emphasize the contrast with
deepfakes, which conventionally target complete visual realism.

Participants in the Scene Change Task would be provided with
images of people and asked to change the background scene to Paris.
Participants develop approaches that create image composites. The
background of the composite should be recognizable as the original
background image. Overall, the composite should appear visually
realistic to users at the first glance, but be identifiable as a composite
if inspected for more than two seconds.

With this task, we wish to gain a better understanding of decep-
tiveness and realism in multimedia. Our goal is to develop methods
that would allow people to enjoy a new genre of creations, while at
the same time being aware of the fabrication. Our hope is that fun
faux photos will, within the formal theory on creativity, fun, and
intrinsic motivation, cf. [17], provide a sort of intrinsic reward. If
people pick up the practice of fun faux photos, it has clear potential
to address the negative aspects of tourism, including environmen-
tal impact and personal risk. Social media enthusiasts go to great
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lengths to take pictures at popular locations, waiting in line, mak-
ing a lot of effort, and sometimes taking extreme risks [1]. Fun
faux photos allow social media users to avoid queues, stay safer
(physically and in terms of privacy), and prevent negative impact
on local ecosystems, without sacrificing their holiday pictures.

We propose that the task initially focuses on Paris because it
is a highly popular tourist destination. In 2017, France was the
most visited country in the world [22], with Paris having a total of
23,6 million hotel visits [5]. Focus on Paris allows us to leverage
the already-existing Paris Dataset [16]. Other backgrounds, going
beyond landmarks and urban scenes, will be interesting to explore
in the future.

2 RELATEDWORK
This section reviews recent work on image compositing. The papers
included in this section have been selected based on what, to the
best of our knowledge, we find to be most relevant for participants
developing approaches for the Scene Change task.

Realistic compositing Approaches focusing on realistically
compositing images can be partitioned into approaches optimizing
style consistency, spatial consistency, or both jointly.

Style consistency: Several compositing approaches have focused
on style consistency of the composed image, i.e., the position of the
foreground is given, and the algorithm only alters the style. Tsai
et al. [21] propose a end-to-end convolutional neural network for
image harmonization, which takes into account global, contextual,
and semantic information. The approach uses fixed-size images.
(There is a demo1 available.) In [13], Luan et al. improve on this
by incorporating local information. This builds on earlier work
concerning realism in composed images [8, 24, 28].

Spatial consistency: Other approaches primarily investigate the
spatial consistency of the image composition. Lin et al. [12] propose
ST-GAN, which uses a Generative Adversarial Network (GAN) and
a Spatial Transformer Network operating in the geometric warp
parameter space. The method works with a fixed image resolution
and does not take other factors such as style into account. Tripathi
et al. [20] also use a form of adversarial learning to learn realistic
compositions.

Joint style and spatial consistency: Zhan et al. [26] and Chen et
al. [3] propose GAN architectures for joint optimization of style
and spatial consistency.

Retrieval There has also been related retrieval-based research,
where either the foreground segment or background scene is re-
trieved from a collection of images. Lalonde et al. [10] created a
system to retrieve objects into a background given a position. The
objects are selected based on properties that match the background,
including camera position, lightning and resolution.

1https://github.com/wasidennis/DeepHarmonization
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3 TASK DEFINITION AND DATA
The main task of Scene Change is image compositing, defined as:

Given a foreground segment and a background
image, develop an approach to combine them to
create a Scene Change photo.

The foreground segments are specified and the background images
are sourced from an image collection containing images of several
popular landmarks in Paris.

It is difficult define a fair comparison of Scene Change approaches
that introduce radical visual changes in the process of combining
the foreground and background images. For this reason, we pro-
pose adding a constraint to the task formulation. Specifically, Scene
Change photo must be creating by changing the foreground seg-
ment, but not the background image. In the future, other constraints
can also be explored.

Participants are also encouraged to develop approaches for two
sub-tasks:

Background image retrieval: given a foreground segment and
a background image collection, the participant should retrieve a
suitable background image to blend the foreground segment with re-
spect to. The suitability of a background image is determined by, e.g.,
lighting conditions and perspective. The retrieval method might
provide acceptable results with a far lower complexity than apply-
ing the latest developments, e.g., GANs, to adapt the foreground
segment to a specific background image. Given the availability of
large collections of images of popular landmarks, it is cheaper to
select than to modify.

Foreground segmentation: Image segmentation has seen re-
markable advances recently [7], but remains a difficult task, es-
pecially with respect to details [4]. Participants could refine the
foreground segmentation to gainmore insight. Recent unsupervised
approaches might prove interesting, such as [11].

Participants would be provided with two subsets of existing
datasets containing foreground segments and background images
respectively. The foreground segments are chosen from the ADE20k
dataset [27]. Images were manually selected based on these criteria:
(1) the label is“person, individual, someone, somebody, mortal, soul”
(2) the foreground segment is facing the camera and in an upright
position (3) the foreground segment is not occluded by other objects
(e.g., by a guitar or desk) (4) the foreground segment is a coherent
social group, i.e., no crowds. This procedure resulted in a subset
consisting of 60 segments (40 for validation and 20 for test). We
chose the ADE20K dataset, due to the limitations that we discovered
while exploring various other existing datasets as foreground im-
ages. An example is segmentation quality in MHP-v2, Densepose,
and COCO. Upon inspection, ADE20K segmentations appear to
be more refined compared to the rough polygon annotations, cf.
COCO 2017.

The background collection is a subset of the Paris Dataset [16],
which consists of images labelled as a particular Paris landmark.
The images are sampled in two stratified sets of approximately
equal size (2455 for validation and 2460 for test).

Furthermore, a small novel dataset was collected for the evalua-
tion of the approaches. This evaluation set, called People in Paris
dataset, consists of 147 images of people posing with the landmarks

in the Paris dataset for the purpose of evaluating participant sub-
missions in an user study. The images are collected using Creative
Commons (CC) Search, which aggregates works from providers
such as Flickr that are CC licensed. We searched for combinations
of the landmark name and words as ‘selfie’ and ‘in front of the’. The
dataset will be publicly released after evaluation.

The participants use the validation sets to develop their ap-
proaches, which are then evaluated using the test sets.

4 EVALUATING SCENE CHANGE PHOTOS
To evaluate Scene Changes photos, we defined two unpaired user
studies: time restricted and time unrestricted. An approach pro-
duces successful Scene Change photos if it demonstrates a high
error rate on the time-restricted experiment and a low error rate on
the unrestricted experiment. Recent work indicates that adversar-
ial examples can fool time-limited humans [6], which shapes our
evaluation setup.

Setup Task participants submit Scene Change compositions for
the 20 images in the test set, which are evaluated with the user stud-
ies. During the studies, study participants are randomly a mixture
of real and Scene Change photos and are asked “Who was really
there?”, i.e., to identify the photos that are real. We propose two
unpaired user studies, one time-restricted (2 seconds per photo),
similar to [14] and one unrestricted. All study participants, after
being instructed, start with two practice questions. Submissions
are ranked on the difference in error rates between the two experi-
ments.

Platform Amazon Mechanical Turk (MTurk) would be used for
recruiting participants. We would use the Qualtrics software for
the survey itself. We aim to have a sample size of 30 per experiment
(i.e., 60 study participants per submission), which is chosen based
on the study budget. Participants on mobile phones are excluded.
Photo pairs are randomized. Previous work has identified the issue
of worker seriousness [9, 15]. In [9], simple measures were able
to increase the correlation of responses to expert ratings. We will
explicitly state that we check for invalid responses. Furthermore,
the dwell time for each page will be measured (i.e., to filter bots or
people who do not read the instructions). Finally, we add a text box
where participants state if anything about the survey was unclear
so that we can gather feedback.

5 CONCLUSION
Scene Change is a benchmarking task on fun faux photos. It explores
a different notion of realism than what is commonly targeted by
image compositing approaches. A Scene Change photo is considered
successful if it looks real on first glance, but can be identified as a
composite upon closer inspection. We propose to evaluate Scene
Change photos via two user studies, one time-restricted and one
unrestricted. The difference between the two studies reflects the
success of approaches creating Scene Change photos.
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